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Chapter 1

An introduction to black holes

Black holes belong to the most fascinating objects predicted by Einstein’s theory
of gravitation. Although they have been studied for years,1 they still attract
tremendous attention in the physics and astrophysics literature. It turns out
that several field theories are known to possess solutions which exhibit black
hole properties:

• The “standard” gravitational ones which, according to our current pos-
tulates, are black holes for all classical fields.

• The “dumb holes”, which are the sonic counterparts of black holes, first
discussed by Unruh [269].

• The “optical” ones – the black-hole counterparts arising in the theory of
moving dielectric media, or in non-linear electrodynamics [186, 221].

• The “numerical black holes” – objects constructed by numerical general
relativists.

(An even longer list of models and submodels can be found in [13].) In this
work we shall discuss various aspects of the above. The reader is referred
to [34, 105, 155, 162, 232, 272] and references therein for a review of quantum
aspects of black holes.

Insightful animations of journeys in a black hole spacetime can be found at
http://jilawww.colorado.edu/~ajsh/insidebh/schw.html.

We start with a short review of the observational status of black holes in
astrophysics.

1.1 Black holes as astrophysical objects

When a star runs out of nuclear fuel, it must find ways to fight gravity. Current
physics predicts that dead stars with masses up to the Chandrasekhar limit,
MmcH = 1.4M⊙, become white dwarfs, where electron degeneracy supplies the

1The reader is referred to the introduction to [48] for an excellent concise review of the
history of the concept of a black hole, and to [47, 160] for more detailed ones.
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4 CHAPTER 1. AN INTRODUCTION TO BLACK HOLES

necessary pressure. Above the Chandrasekhar limit 1.4M⊙, and up to a second
mass limit, MNS,max ∼ 2 − 3M⊙, dead stars are expected to become neutron
stars, where neutron degeneracy pressure holds them up. If a dead star has a
mass M > MNS,max, there is no known force that can hold the star up. What
we have then is a black hole.

While there is growing evidence that black holes do indeed exist in astro-
physical objects, and that alternative explanations for the observations dis-
cussed below seem less convincing, it should be borne in mind that no undis-
puted evidence of occurrence of black holes has been presented so far. The
flagship black hole candidate used to be Cygnus X-1, known and studied for
years (cf., e.g., [48, 226]), and it still remains a strong one. Table 1.12 lists
a series of further strong black hole candidates in X-ray binary systems; Mc

is mass of the compact object and M∗ is that of its optical companion; some
other candidates, as well as references, can be found in [40, 203, 212, 215]. The
binaries have been divided into two families: the High Mass X-ray Binaries
(HMXB), where the companion star is of (relatively) high mass, and the Low
Mass X-ray Binaries (LMXB), where the companion is typically below a solar
mass. The LMXB’s include the ”X-ray transients”, so-called because of flaring-
up behaviour. This particularity allows to make detailed studies of their optical
properties during the quiescent periods, which would be impossible during the
periods of intense X-ray activity. The stellar systems listed have X-ray spectra
which are neither periodic (that would correspond to a rotating neutron star),
nor recurrent (which is interpreted as thermonuclear explosions on a neutron
star’s hard surface). The final selection criterion is that of the mass Mc ex-
ceeding the Chandrasekhar limit MC ≈ 3 solar masses M⊙.3 According to
the authors of [48], the strongest stellar-mass black hole candidate in 1999 was
V404 Cygni, which belongs to the LMXB class. Table 1.1 should be put into
perspective by realizing that, by some estimates [193], a typical galaxy – such
as ours – should harbour 107 − 108 stellar black mass holes. We note an inter-
esting proposal, put forward in [49], to carry out observations by gravitational
microlensing of some 20 000 stellar-mass black holes that are predicted [206] to
cluster within 0.7 pc of Sgr A∗ (the centre of our galaxy).

It is now widely accepted that quasars and active galactic nuclei are powered
by accretion onto massive black holes [116, 195, 281]. Further, over the last few
years there has been increasing evidence that massive dark objects may reside
at the centres of most, if not all, galaxies [194, 242]. In several cases the best
explanation for the nature of those objects is that they are “heavyweight” black
holes, with masses ranging from 106 to 1010 solar masses. Table 1.24 lists some
supermassive black hole candidates; some other candidates, as well as precise
references, can be found in [173, 203, 204, 241]. The main criterion for finding
candidates for such black holes is the presence of a large mass within a small
region; this is determined by maser line spectroscopy, gas spectroscopy, or by

2The review [201] lists forty binaries containing a black hole candidate.
3See [203] for a discussion and references concerning the value of MC .
4The table lists those galaxies which are listed both in [204] and [173]; we note that

some candidates from earlier lists [241] do not occur any more in [173, 204]. Nineteen of the
observations listed have been published in 2000 or 2001.
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Table 1.1: Stellar mass black hole candidates (from [193])

Type Binary system Mc/M⊙ M∗/M⊙

HMXB: Cygnus X-1 11–21 24–42

LMC X-3 5.6 –7.8 20

LMC X-1 ≥ 4 4–8

LMXB: V 404 Cyg 10–15 ≈ 0.6

A 0620-00 5–17 0.2–0.7

GS 1124-68 (Nova Musc) 4.2–6.5 0.5–0.8

GS 2000+25 (Nova Vul 88) 6-14 ≈ 0.7

GRO J 1655-40 4.5 – 6.5 ≈ 1.2

H 1705-25 (Nova Oph 77) 5–9 ≈ 0.4

J 04224+32 6–14 ≈ 0.3 – 0.6

measuring the motion of stars orbiting around the galactic nucleus.

There seems to be consensus [173, 204, 216, 242] that the two most convinc-
ing supermassive black hole candidates are the galactic nuclei of NGC 4258 and
of our own Milky Way [135, 139]. The determination of mass of the galactic
nuclei via direct measurements of star motions has been made possible both
by the unprecedentedly high angular resolution and sensitivity of the Hubble
Space Telescope (HST), see also Figure 1.1.1, and by the adaptive-optics Keck
Telescopes [280].

The reader is referred to [211] for a discussion of the maser emission lines
and their analysis for the supermassive black hole candidate NGC 4258. An
example of measurements via gas spectrography is given by the analysis of
the HST observations of the radio galaxy M 87 [268] (compare [195]): A
spectral analysis shows the presence of a disk-like structure of ionized gas in
the innermost few arc seconds in the vicinity of the nucleus of M 87. The
velocity of the gas measured by spectroscopy (cf. Figure 1.1.2) at a distance
from the nucleus of the order of 6× 1017 m, shows that the gas recedes from us
on one side, and approaches us on the other, with a velocity difference of about
920 km s−1 . This leads to a mass of the central object of ∼ 3×109 M⊙, and no
known form of matter with this mass is likely to occupy such a (relatively) small
region except for a black hole. Figure 1.1.3 shows another image, reconstructed
out of HST observations, of a recent candidate for a supermassive black hole –
the (active) galactic nucleus of NGC 4438 [168].

There have been suggestions for existence for an intermediate-mass black
hole orbiting three light-years from Sagittarius A*. This black hole of 1,300 solar
masses is within a cluster of seven stars, possibly the remnant of a massive star
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Table 1.2: Twenty-nine supermassive black hole candidates (from [173, 204])

dynamics of host galaxy Mh/M⊙ host galaxy Mh/M⊙

water maser discs: NGC 4258 4× 107

gas discs: IC 1459 2× 108 M 87 3× 109

NGC 2787 4× 107 NGC 3245 2× 108

NGC 4261 5× 108 NGC 4374 4× 108

NGC 5128 2× 108 NGC 6251 6× 108

NGC 7052 3× 108

stars: NGC 821 4× 107 NGC 1023 4× 107

NGC 2778 1× 107 NGC 3115 1× 109

NGC 3377 1× 108 NGC 3379 1× 108

NGC 3384 1× 107 NGC 3608 1× 108

NGC 4291 2× 108 NGC 4342 3× 108

NGC 4473 1× 108 NGC 4486B 5× 108

NGC 4564 6× 107 NGC 4649 2× 109

NGC 4697 2× 108 NGC 4742 1× 107

NGC 5845 3× 108 NGC 7457 4× 106

Milky Way 3.7× 106



1.1. BLACK HOLES AS ASTROPHYSICAL OBJECTS 7

  
 

 
 

  
 

 

 

 

S0-20
S0-19
S0-16
S0-5
S0-4
S0-2
S0-1

Keck/UCLA
Galactic Center Group 1995-2006

0.2"
N

E

Figure 1.1.1: The orbits of stars within the central 1.0 × 1.0 arcseconds of
our Galaxy. In the background, the central portion of a diffraction-limited
image taken in 2006 is displayed. While every star in this image has been
seen to move over the past 12 years, estimates of orbital parameters are only
possible for the seven stars that have had significant curvature detected. The
annual average positions for these seven stars are plotted as colored dots, which
have increasing color saturation with time. Also plotted are the best fitting
simultaneous orbital solutions. These orbits provide the best evidence yet for a
supermassive black hole, which has a mass of 3.7 million times the mass of the
Sun. The image was created by Andrea Ghez and her research team at UCLA,
from data sets obtained with the W. M. Keck Telescopes, and is available at
http://www.astro.ucla.edu/~ghezgroup/gc/pictures/.

cluster that has been stripped down by the Galactic Centre [196]. See [144] for
a list of further intermediate-mass candidates.

A new twist to the observations of black holes has been added by the first
direct detection of a gravitational wave in September 2015 [2], with a second
wave observation in December 2015 [1] and a third one in January 2017 [3].

While there is widespread consensus that the waves have been detected
by now, some scientific scepticism is in order. The observation requires the
extraction of an absurdly small signal from overwhelmingly noisy data using
sophisticated data analysis techniques. Even though the scientists working
on the problem have made many efforts to ensure the validity of the claim,
there always remains the possibility of instrumental, interpretational, or data
analysis errors; see e.g. [97]. One needs also to keep in mind the possibility
that the interpretation of the waves, as originating from black hole mergers,
might be flawed. In any case there is strong evidence for a direct observation
of gravitational waves now, and we can only hope that this evidence will keep
growing stronger.

Having said this, the first event, christened GW150914 (for “Gravitation
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Figure 1.1.2: Hubble Space Telescope observations of spectra of gas in
the vicinity of the nucleus of the radio galaxy M 87, NASA and H. Ford
(STScI/JHU) [258].

Wave observed on September 14, 2015”), is thought to have been created by
two black-holes with respective masses 36+5

−4M⊙ and 29+4
−4M⊙, merging into a

final black hole with mass 62+4
−4M⊙. An astounding 3+.5−.5M⊙c2 amount of energy

has been released within a fraction of a second into gravitational waves. The
signal observed can be seen in Figure 1.1.4, p. 10.

The second event GW151226, illustrated by Figure 1.1.5, p. 11, is inter-
preted as representing the merger of two black holes of respective masses 14+8.3

−3.7M⊙
and 7.5+2.3

−2.3M⊙, leading to a final black holes of mass 21+5.9
−1.9M⊙. Inspection of

Figures 1.1.4 and 1.1.5 reveals that the GW151226 signal is nowhere as strik-
ing as GW150914, with a maximal amplitude smaller than the residual noise.
Nevertheless, the estimated probability of a false detection for GW151226 is
smaller than the convincingly small number 10−7.

The third event GW170104, with wave forms displayed in Figure 1.1.6,
p. 12, is thought to be created by the merger of two black holes of respective
masses 31+8.6

−6 M⊙ and 20+5
−6M⊙. The signal is somewhat reminiscent of that of

GW150914, compare Figure 1.1.4.

The LIGO events give thus the first evidence of existence of black hole
binaries, and of black holes with masses in the 10M⊙ − 100M⊙ range. The
spectrum of lightweight-to-middleweight black holes, as known in early 2018, is
illustrated in Figure 1.1.7

A compilation of black hole candidates as of 2004, some very tentative,
can be found at http://www.johnstonsarchive.net/relativity/bhctable.
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Active Galaxy NGC 4438

Hubble Space Telescope • WFPC2

NASA and J. Kenney (Yale University) • STScI-PRC00-21

Figure 1.1.3: Hubble Space Telescope observations [168] of the nucleus of the
galaxy NGC 4438, from the STScI Public Archive [258].

html. A maintained list can be found on Wikipedia, https://en.wikipedia.
org/wiki/List_of_black_holes, it needs to be interpreted with the usual
care.

We close this section by pointing out the review paper [41] which discusses
both theoretical and experimental issues concerning primordial black holes.

1.2 The Schwarzschild solution and its extensions

Stationary solutions are of interest for a variety of reasons. As models for com-
pact objects at rest, or in steady rotation, they play a key role in astrophysics.
They are easier to study than non-stationary systems because stationary solu-
tions are governed by elliptic rather than hyperbolic equations. Further, like in
any field theory, one expects that large classes of dynamical solutions approach
a stationary state in the final stages of their evolution. Last but not least,
explicit stationary solutions are easier to come by than dynamical ones. The
flagship example is the Schwarzschild metric:

g = −(1− 2m
r )dt2 + dr2

1− 2m
r

+ r2dΩ2 , (1.2.1)

t ∈ R , r 6= 2m, 0 . (1.2.2)

Here dΩ2 denotes the metric of the round unit 2-sphere,

dΩ2 = dθ2 + sin2 θdϕ2 .

In Section 4.6.5 below we verify that the metric (1.2.2) satisfies the vacuum
Einstein equations, see (4.6.38)- (4.6.40), p. 157 (compare Besse [24] for a very
different calculation).
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Figure 1.1.4: GW150914 as observed in the Hanford and Livingston detectors,
from [2]. The top row is the signal observed, after filtering out the low-frequency
and high-frequency noise. In the figure in the top right-corner, the Hanford
signal has been inverted when superposing with the Livingston signal because
of an opposite orientation of the detector arms. The bottom row shows the
evolution of frequency of the signal in time.

Generators of isometries are called Killing vectors, we will return to the no-
tion later. A theorem due to Jebsen [164], but usually attributed to Birkhoff [27],
shows that:

Theorem 1.2.1 Any spherically symmetric vacuum metric has a further local
Killing vector, say X, orthogonal to the orbits of spherical symmetry. Near
any point at which X is not null the metric can be locally written in the
Schwarzschild form (1.2.1), for some mass parameter m.

Incidentally: One can find in the literature several results referred to as “Birkhoff
theorems”, see [253] for an overview. Theorem ?? is a special case of the classifica-
tion of “warped product spacetimes” in [8], carried-out for various Einstein-matter
systems. In fact, in [8] one does not even need the full Einstein equations to be sat-
isfied. Further, existence of isometries is not assumed, instead one considers metrics
of a block-diagonal form which would follow in the presence of a suitable group of
isometries.

Specializing [8, Theorem 3.2] to the case of vacuum spacetimes with a cosmo-
logical constant one has:

Theorem 1.2.3 Consider a spacetime

(M = Q× F, ḡ = g + r2h)

satisfying the vacuum Einstein equations with cosmological constant Λ, where (Q, g)
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Figure 1.1.5: GW151226 as observed in the Hanford and Livingston detectors,
from [1]. The top row is the signal observed, after filtering out the low-frequency
and high-frequency noise, superposed with the black curves corresponding to the
best-fit general-relativistic template. The second row shows the accumulated-in-
time signal-to-noise ratio. The third row shows the Signal-to-noise ratio (SNR)
time series produced by time shifting the best-match template waveform and
computing the integrated SNR at each point in time. The bottom row show
the evolution of frequency of the signal in time.

is a 2-dimensional manifold, (F, h) an n ≥ 2 dimensional one and r is a function
on Q. Then

1. either ḡ takes the standard Eddington-Finkelstein form

ḡ = −
(

R[h]

n(n− 1)
− 2m

rn−1
− 2Λ

n(n+ 1)
r2
)
du2 ± 2dudr + r2h ,

where R[h] = const is the scalar curvature of h,

2. or Λ = 0, the Ricci tensor of h vanishes, and

ḡ = −dt2 + dr2 + (t± r)2h ,

3. or r is constant, (Q, g) is maximally symmetric, (F, h) is Einstein, R[h] =
2r2Λ, and R[g] = 4Λ/n.

When (F, h) is Sn with the round metric this reduces to the classic Birkhoff
theorem. In that case (2) does not apply, and (3) gives the Nariai metrics, cf. Ex-
ample 4.3.5, p. 145 (see also [252, Section 4]). 2

Remark 1.2.4 Note that a locally defined Killing vector does not necessarily extend
to a global one. A simple example of this is provided by a flat torus: the collection of
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Figure 1.1.6: GW170104 as observed in the Hanford and Livingston detectors,
from [3]. The top two rows show the evolution in time of the frequency spectrum
of the signal, after filtering out the low- and high-frequency noise. The third
row is a superposition of the filtered signals together with the black curve
corresponding to the best-fit general-relativistic template. The last row shows
residuals from the best fit.

Killing vector fields on sufficiently small balls contains all the generators of rotations
and translations, but only the translational Killing vectors extend to globally defined
ones. Example 1.4.1, p. 56, is also instructive in this context. 2

We conclude that the hypothesis of spherical symmetry implies in vacuum,
at least locally, the existence of two further symmetries: translations in t and
t–reflections t → −t. More precisely, we obtain time translations and time-
reflections in the region where 1−2m/r > 0 (a metric with those two properties
is called static). However, in the region where r < 2m the notation “t” for the
coordinate appearing in (1.2.1) is misleading, as t is then a space-coordinate,
and r is a time one. So in this region t–translations are actually translations in
space.

The above requires some comments and definitions, which will be useful for
our further analysis (see also Appendix A.24): First, we need to define the
notion of time orientation. This is a decision about which timelike vectors are
future-pointing, and which ones are past-pointing. In special relativity this is
taken for granted: in coordinates where the Minkowski metric η takes the form

η = −dt2 + dx2 + dy2 + dz2 , (1.2.3)

a timelike vector Xµ∂µ is said to be future pointing if X0 > 0. But, it should
be realized that this is a question of conventions: we could very well agree that
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Figure 1.1.7: Neutron stars and black holes with masses up to 100 M☼, as
known in early 2018, from the Caltech LIGO website.

future-pointing vectors are those with negative X0. We will shortly meet a
situation where such a decision will have to be made.

Next, a function f will be called a time function if ∇f is everywhere timelike
past pointing. A coordinate, say y0 will be said to be a time coordinate if y0 is
a time function.

So, for example, f = t on Minkowski spacetime is a time function: indeed,
in canonical coordinates as in (1.2.3)

∇t = ηµν∂µt ∂ν = η0ν∂ν = −∂t , (1.2.4)

and so

η(∇t,∇t) = η(∂t, ∂t) = −1 .

(The minus sign in (1.2.4) is at the origin of the requirement that ∇f be past
pointing, rather than future pointing.)

On the other hand, consider f = t in the Schwarzschild metric: the inverse
metric now reads

gµν∂µ∂ν = − 1

1− 2m
r

∂2t + (1− 2m

r
)∂2r + r−2(∂2θ + sin−2 θ∂2ϕ) , (1.2.5)

and so

∇t = gµν∂µt ∂ν = g0ν∂ν = − 1

1− 2m
r

∂t .

The length-squared of ∇t is thus

g(∇t,∇t) =
g(∂t, ∂t)

(1− 2m
r )2

= − 1

1− 2m
r

{
< 0, r > 2m;
> 0, r < 2m.
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We conclude that t is a time function in the region {r > 2m} when the usual
time orientation is chosen there, but is not on the manifold {r < 2m}.

A similar calculation for ∇r gives

∇r = (1− 2m
r )∂r ,

g(∇r,∇r) = (1− 2m
r )2g(∂r , ∂r) = (1− 2m

r )

{
> 0, r > 2m;
< 0, r < 2m.

So r is a time function in the region {r < 2m} if the time orientation is chosen
so that ∂r is future pointing. On the other hand, the alternative choice of time-
orientation implies that minus r is a time function in this region. We return to
the implications of this shortly.

1.2.1 The singularity r = 0

Unless explicitly indicated otherwise, we will assume

m > 0 ,

because m < 0 leads to metrics which contain “naked singularities”, in the
following sense: for m < 0, on each spacelike surface {t = const} the set {r = 0}
can be reached along curves of finite length. But we have (see, e.g., http://
grtensor.phy.queensu.ca/NewDemo; compare (4.6.22)-(4.6.25), p. 155 below)

RαβγδR
αβγδ =

48m2

r6
, (1.2.6)

which shows that the geometry is singular at r = 0, whatever m ∈ R
∗.

The advantage of m > 0 is the occurrence, as will be seen shortly, of the
event horizon {r = 2m}: the singular set {r = 0} is then “hidden” behind an
event horizon, which is considered to be less unpleasant than the situation with
m < 0, where no such horizon occurs.

1.2.2 Eddington-Finkelstein extension

The metric (1.2.1) is singular as r = 2m is approached. It turns out that
this singularity is related to a poor choice of coordinates (one talks about “a
coordinate singularity”); the simplest way to see it is to replace t by a new
coordinate v, which will be chosen to cancel out the singularity in grr: if we set

v = t+ f(r) ,

we find dv = dt+ f ′dr, so that

(1− 2m

r
)dt2 = (1− 2m

r
)(dv − f ′dr)2

= (1− 2m

r
)(dv2 − 2f ′dv dr + (f ′)2dr2) .

Substituting in (1.2.1), the offending grr terms will go away if we choose f to
satisfy

(1− 2m

r
)(f ′)2 =

1

1− 2m
r

.



1.2. THE SCHWARZSCHILD SOLUTION AND ITS EXTENSIONS 15

There are two possibilities for the sign; we choose

f ′ =
1

1− 2m
r

=
r

r − 2m
=
r − 2m + 2m

r − 2m
= 1 +

2m

r − 2m
, (1.2.7)

leading to

v = t+ r + 2m ln
(r − 2m

2m

)
. (1.2.8)

The alternative choice amounts to introducing another coordinate

u = t− f(r) , (1.2.9)

with f still as in (1.2.7).
The choice (1.2.8) brings g to the form

g = −
(

1− 2m

r

)
dv2 + 2dv dr + r2dΩ2 , (1.2.10)

and note that the choice (1.2.9) would lead to a non-diagonal term −2du dr
instead in the metric above. Now, all coefficients of g in the new coordinate
system are smooth. Further,

det g = −r4 sin2 θ ,

which is non-zero for r > 0 except at the north and south pole, where we have
the usual spherical-coordinates singularity. Since g has signature (−,+,+,+)
for r > 2m, the signature cannot change across r = 2m, as for this the deter-
minant would have had to vanish there. We conclude that g is a well defined
smooth Lorentzian metric on the set

{v ∈ R , r ∈ (0,∞)} × S2 . (1.2.11)

More precisely, (1.2.10)-(1.2.11) defines an analytic extension of the original
spacetime (1.2.1).

The coordinates (v, r, θ, ϕ) are called “retarded Eddington-Finkelstein coor-
dinates”.

We claim:

Theorem 1.2.5 The region {r ≤ 2m} for the metric (1.2.10) is a black hole
region, in the sense that

observers, or signals, can enter this region, but can never leave it. (1.2.12)

Proof: We have already seen that either r or minus r is a time function on
the region {r < 2m}. Now, recall that observers in general relativity always
move on future directed timelike curves, that is, curves with timelike future
directed tangent vector. But time functions are strictly monotonous along
future directed causal curves: indeed, let γ(s) be such a curve, and let f be a
time function, then

d(f ◦ γ)

ds
= γ̇µ∂µf = γ̇µgµνg

σν∂σf = gµν γ̇
µ∇νf .
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Since γ̇ is causal future directed and ∇f is timelike past directed, their scalar
product is positive, as desired.

It follows that, along a future directed causal curve, either r or −r is strictly
increasing in the region {r < 2m}.

Suppose that there exists at least one future directed causal curve γ0 which
enters from r > 2m to r < 2m. Then r must have been decreasing somewhere
along γ0 in the region {r < 2m}. This implies that the time orientation has to
be chosen so that −r is a time function. But then r is decreasing along every
causal future directed γ. So no such curve passing through {r < 2m} can cross
{r = 2m} again, when followed to the future.

To finish the proof, it remains to exhibit one future directed causal γ0 which
enters {r < 2m} from the region {r > 2m}. For this, consider the radial curves

γ0(s) = (v(s), r(s), θ(s), ϕ(s)) = (v0,−s, θ0, ϕ0) .

Then γ̇0 = −∂r, hence
g(γ̇0, γ̇0) = grr = 0

in the (v, r, θ, ϕ) coordinates, see (1.2.10). We see that γ0 lies in the region
{r > 2m} for s < −2m, is null (hence causal), and crosses {r = 2m} at
s = −2m. Finally, we have

t(s) = v(s)− f(r(s)) = v0 − f(r(s)) ,

hence
dt(s)

ds
= −f ′(r(s))dr

ds
= f ′(r(s)) > 0 for r(s) > 2m,

which shows that t is increasing along γ0 in the region {r > 2m}, hence γ0 is
future directed there, which concludes the proof. 2

Incidentally: An alternative shorter, but perhaps less transparent, argument pro-
ceeds as follows: Let γ(s) = (v(s), r(s), θ(s), ϕ(s)) be a future directed timelike
curve; for the metric (1.2.10) the condition g(γ̇, γ̇) < 0 reads

−(1− 2m

r
)v̇2 + 2v̇ṙ + r2(θ̇2 + sin2 θϕ̇2) < 0 .

This implies

v̇
(
− (1− 2m

r
)v̇ + 2ṙ

)
< 0 .

It follows that v̇ does not change sign on a timelike curve. As already pointed out,
the standard choice of time orientation in the exterior region corresponds to v̇ > 0
on future directed curves, so v̇ has to be positive everywhere, which leads to

−(1− 2m

r
)v̇ + 2ṙ < 0 .

For r ≤ 2m the first term is non-negative, which enforces ṙ < 0 on all future directed
timelike curves in that region. Thus, r is a strictly decreasing function along such
curves, which implies that future directed timelike curves can cross the hypersurface
{r = 2m} only if coming from the region {r > 2m}. The same conclusion applies
for future directed causal curves: it suffices to approximate a causal curve by a
sequence of future directed timelike ones. 2
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The last theorem motivates the name black hole event horizon for {r =
2m, v ∈ R} × S2.

Incidentally: The analogous construction using the coordinate u instead of v
leads to a white hole spacetime, with {r = 2m} being a white hole event horizon.
The latter can only be crossed by those future directed causal curves which originate
in the region {r < 2m}. In either case, {r = 2m} is a causal membrane which
prevents future directed causal curves to go back and forth. This will become clearer
in Section 1.2.3. 2

From (1.2.10) one easily finds the inverse metric:

gµν∂µ∂ν = 2∂v∂r + (1− 2m

r
)∂2r + r−2∂2θ + r−2 sin−2 θ∂2ϕ . (1.2.13)

In particular
0 = gvv = g(∇v,∇v) ,

which implies that the integral curves of

∇v = ∂r

are null, affinely parameterised geodesics: Indeed, let X = ∇v, then

Xα∇αXβ = ∇αv∇α∇βv = ∇αv∇β∇αv =
1

2
∇β(∇αv∇αv) = 0 . (1.2.14)

So if γ is an integral curve of X (by definition, this means that

γ̇µ = Xµ) , (1.2.15)

we obtain the geodesic equation:

Xα∇αXβ = γ̇α∇αγ̇β = 0 . (1.2.16)

We also have

g(∇r,∇r) = grr =

(
1− 2m

r

)
, (1.2.17)

and since this vanishes at r = 2m we say that the hypersurface r = 2m is null.
It is reached by all the radial null geodesics v = const, θ = const′, ϕ = const′′,
in finite affine time.

The calculation leading to (1.2.16) generalizes to functions f such that ∇f
satisfies an equation of the form

g(∇f,∇f) = ψ(f) , (1.2.18)

for some function ψ; note that f = r satisfies this, in view of (1.2.17); see
Proposition A.13.2. Thus the integral curves of ∇r are geodesics as well. Now,
in the (v, r, θ, ϕ) coordinates one finds from (1.2.13)

∇r = ∂v + (1− 2m

r
)∂r ,

which equals ∂v at r = 2m. So the curves (v = s, r = 2m, θ = θ0, ϕ = ϕ0) are
null geodesics. They are called generators of the event horizon.
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r = constant > 2M

r = 2M
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r = constant < 2M

t = constant

Singularity (r = 0)

X

T
Singularity (r = 0)
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I

II

III
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Figure 1.2.1: The Kruskal-Szekeres extension of the Schwarzschild solution.

1.2.3 The Kruskal-Szekeres extension

The transition from (1.2.1) to (1.2.10) is not the end of the story, as further
extensions are possible, which will be clear from the calculations that we will
do shortly. For the metric (1.2.1) a maximal analytic extension has been found
independently by Kruskal [176], Szekeres [261], and Fronsdal [124]; for some ob-
scure reason Fronsdal is almost never mentioned in this context. This extension
is visualised5 in Figure 1.2.1. The region I there corresponds to the spacetime
(1.2.1), while the extension just constructed corresponds to the regions I and
II.

The general construction for spherically symmetric metrics proceeds as fol-
lows: Let us write the metric in the form

g = −V 2dt2 + V −2dr2 + r2dΩ2 , (1.2.19)

where V 2 is a smooth function which depends only upon r and which we allow
to be negative. We introduce another coordinate u, defined by changing a sign
in (1.2.7)

u = t− f(r) , f ′ =
1

V 2
, (1.2.20)

leading to

u = t− r − 2m ln

(
r − 2m

2m

)
.

We could now replace (t, r) by (u, r), obtaining an extension of the exterior
region I of Figure 1.2.1 into the “white hole” region IV . We leave that extension
as an exercise for the reader, and we pass to the complete extension, which
proceeds in two steps. First, we replace (t, r) by (u, v). We note that

V du = V dt− 1

V
dr , V dv = V dt+

1

V
dr ,

5I am grateful to J.-P. Nicolas for allowing me to use his electronic figures from [219].
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which gives

V dt =
V

2
(du+ dv) ,

1

V
dr =

V

2
(dv − du) .

Inserting this into (1.2.1) brings g to the form

g = −V 2dt2 + V −2dr2 + r2dΩ2

=
V 2

4

(
− (du+ dv)2 + (du− dv)2

)
+ r2dΩ2

= −V 2du dv + r2dΩ2 . (1.2.21)

The metric so obtained is still degenerate at {V = 0}. The desingularisation is
now obtained by setting

û = − exp(−cu) , v̂ = exp(cv) , (1.2.22)

with an appropriately chosen c: since

dû = c exp(−cu) du , dv̂ = c exp(cv)dv ,

we obtain

V 2du dv =
V 2

c2
exp(−c(−u+ v))dû dv̂

=
V 2

c2
exp(−2cf(r))dû dv̂ .

In the Schwarzschild case this reads

V 2

c2
exp(−2cf(r)) =

r − 2m

c2r
exp

(
−2c

(
r + 2m ln

(
r − 2m

2m

)))

=
exp(−2cr)

c2r
(r − 2m) exp

(
−4mc ln

(
r − 2m

2m

))
,

and with the choice
4mc = 1

the term r − 2m cancels out, leading to a factor in front of dû dv̂ which has no
zeros for r 6= 0 near. Thus, the desired coordinate transformation is

û = − exp(−cu) = − exp( r−t4m )
√

r−2m
2m , (1.2.23)

v̂ = exp(cv) = exp( r+t4m )
√

r−2m
2m , (1.2.24)

with g taking the form

g = −V 2du dv + r2dΩ2

= −32m3 exp(− r
2m)

r
dû dv̂ + r2dΩ2 . (1.2.25)

Here r should be viewed as a function of û and v̂ defined implicitly by the
equation

−ûv̂ = exp
( r

2m

) (r − 2m)

2m︸ ︷︷ ︸
=:G(r)

. (1.2.26)
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Indeed, we have
(

exp(
r

2m
)(r − 2m)

)′
=

r

2m
exp(

r

2m
) > 0 ,

which shows that the function G defined at the right-hand side of (1.2.26) is
a smooth strictly increasing function of r > 0. We have G(0) = −1, and G
tends to infinity as r does, so G defines a bijection of (0,∞) with (−1,∞). The
implicit function theorem guarantees smoothness of the inverse G−1, and hence
the existence of a smooth function r = G−1(−ûv̂) solving (1.2.26) on the set
ûv̂ ∈ (−∞, 1).

Note that so far we had r > 2m, but there are a priori no reasons for the
function r(u, v) defined above to satisfy this constraint. In fact, we already know
from our experience with the (v, r, θ, ϕ) coordinate system that a restriction
r > 2m would lead to a spacetime with poor global properties.

We have det g = −(32m3)2exp(− r
m )r2 sin2 θ, with all coefficients of g smooth,

which shows that (1.2.25) defines a smooth Lorentzian metric on the set

{û, v̂ ∈ R such that r > 0} . (1.2.27)

This is the Kruszkal-Szekeres extension of the original spacetime (1.2.1). Fig-
ure 1.2.1 gives a representation of the extended spacetime in coordinates

X = (v̂ − û)/2 , T = (v̂ + û)/2 . (1.2.28)

Since (1.2.6) shows that the so-called Kretschmann scalar RαβγδR
αβγδ diverges

as r−6 when r approaches zero, we conclude that the metric cannot be extended
across the set r = 0, at least in the class of C2 metrics.

Let us discuss some features of Figure 1.2.1:

1. The singular set r = 0 corresponds to the spacelike hyperboloids

(T 2 −X2)|r=0 = ûv̂|r=0 = 1 > 0 .

2. More generally, the sets r = const are hyperboloids X2 − T 2 = const′,
which are timelike in the regions I and III (since X2 − T 2 < 0 there),
and which are spacelike in the regions II and IV .

3. The vector field ∇T satisfies

g(∇T,∇T ) = g♯(dT, dT ) =
1

4
g♯(dû+ dv̂, dû+ dv̂) =

1

2
g♯(dû, dv̂) < 0 ,

which shows that T is a time coordinate. Similarly X is a space-coordinate,
so that Figure 1.2.1 respects our implicit convention of representing time
along the vertical axis and space along the horizontal one.

4. The map
(û, v̂)→ (−û,−v̂)

is clearly an isometry, so that the region I is isometric to region III, and
region II is isometric to region IV . In particular the extended manifold
has two asymptotically flat regions, the original region I, and region III
which is an identical copy I.
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5. The hypersurface t = 0 from the region I corresponds to v̂ = −û > 0,
equivalently it is the subset X > 0 of the hypersurface T = 0. This can be
smoothly continued to negative X, which corresponds to a second copy
of this hypersurface. The resulting geometry is often referred to as the
Einstein-Rosen bridge. It is instructive to do the continuation directly
using the Riemannian metric γ induced by g on t = 0:

γ =
dr2

1− 2m
r

+ r2dΩ2 , r > 2m.

A convenient coordinate ρ is given by

ρ =
√
r2 − 4m2 ⇐⇒ r =

√
ρ2 + 4m2 .

This brings γ to the form

γ =
(

1 +
2m√

ρ2 + 4m2

)
dρ2 + (ρ2 + 4m2)dΩ2 , (1.2.29)

which can be smoothly continued from the original range ρ > 0 to ρ ∈ R.
Equation (1.2.29) further exhibits explicitly asymptotic flatness of both
asymptotic regions ρ→∞ and ρ→ −∞. Indeed,

γ ∼ dρ2 + ρ2dΩ2

to leading order, for large |ρ|, which is the flat metric in radial coordinates
with radius |ρ|.

6. In order to understand how the Eddington-Finkelstein extension using
the v coordinate fits into Figure 1.2.1, we need to express û in terms of v
and r. For this we have

u = t− f(r) = v − 2f(r) = v − 2r − 4m ln (
r

2m
− 1) ,

hence
û = −e− u

4m = −e− v−2r
4m (

r

2m
− 1) , v̂ = e

v
4m .

So v̂ remains positive but û is allowed to become negative as r crosses
r = 2m from above. This corresponds to the region above the diagonal
T = −X in the coordinates (X,T ) of Figure 1.2.1.

A similar calculation shows that the Eddington-Finkelstein extension us-
ing the coordinate u corresponds to the region û < 0 within the Kruszkal-
Szekeres extension, which is the region below the diagonal T = X in the
coordinates of Figure 1.2.1.

7. Vector fields generating isometries are called Killing vector fields. Since
time-translations are isometries in our case, K = ∂t is a Killing vector
field. In the Kruskal-Szekeres coordinate system the Killing vector field
K = ∂t takes the form

K = ∂t =
∂û

∂t
∂û +

∂v̂

∂t
∂v̂

=
1

4m
(−û∂û + v̂∂v̂) . (1.2.30)
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More precisely, the Killing vector field ∂t defined on the original Schwarzschild
region extends to a Killing vector field X defined throughout the Kruskal-
Szekeres manifold by the second line of (1.2.30).

We note that K is tangent to the level sets of û or v̂ at ûv̂ = 0, and
therefore is null there. Moreover, it vanishes at the sphere û = v̂ = 0,
which is called the bifurcation surface of a bifurcate Killing horizon. The
justification of this last terminology should be clear from Figure 1.2.1.

A hypersurface H is called null if the pull-back of the spacetime metric
to H is degenerate, see Appendix A.23, p. 316. Quite generally, an
embedded null hypersurface to which a Killing vector is tangent, and null
there, is called a Killing horizon.6 Therefore the union {ûv̂ = 0} of the
black hole horizon {û = 0} and the white hole event horizon {v̂ = 0} can
be written as the union of four Killing horizons and of their bifurcation
surface.

The bifurcate horizon structure, as well as the formula (1.2.30), are rather
reminiscent of what happens when considering the Killing vector t∂x+x∂t
in Minkowski spacetime; this is left as an exercice to the reader.

The Kruskal-Szekeres extension is inextendible within the class of C2-extensions
(compare Theorem 1.2.10 below), which can be proved as follows: First, (1.2.6)
shows that the Kretschmann scalar RαβγδR

αβγδ diverges as r approaches zero.
As already pointed out, this implies that no C2 extension of the metric is pos-
sible across the set {r = 0}. Next, an analysis of the geodesics of the Kruskal-
Szekeres metric shows that all (maximally extended) geodesics which do not
approach {r = 0} are complete. This, Theorem 1.4.2 and Proposition 1.4.3
below implies inextendibility. Together with Corollary 1.4.7 we thus obtain:

Theorem 1.2.8 The Kruskal-Szekeres spacetime is the unique extension, within
the class of simply connected analytic extensions of the Schwarzschild region
r > 2m, with the property that all maximally extended causal geodesics on
which RαβγδR

αβγδ is bounded are complete. 2

Remark 1.2.9 Nevertheless, it should be realised that the exterior Schwarzschild
spacetime (1.2.1) admits many non-isometric vacuum extensions, even in the
class of maximal, analytic, simply connected ones: indeed, let S be any two-
dimensional closed submanifold entirely included in, say, the black-hole region
of the Kruskal-Szekeres manifold (M , g), such that M \ S is not simply con-
nected. (A natural example is obtained by removing the “bifurcation sphere”
{û = v̂ = 0}.) Then, for any such S the universal covering manifold (MS , ĝ)
of (M \ S, g|M\S) has the claimed properties. While maximal, these exten-
sions will contain inextendible geodesics on which the geometry is bounded,
consistently with Theorem 1.2.8. We return to such issues in Section 1.4 below.

Yet another particulary interesting extension of the region {r > 2m} is
provided by the “RP3 geon” of [118], see Example 1.4.1. 2

6More precisely, let X be a Killing vector field. A Killing horizon is a connected component
of the set {g(X,X) = 0 , X 6= 0} which forms an embedded hypersurface.
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A beautiful theorem of Sbierski [249] asserts that:

Theorem 1.2.10 The Kruskal-Szekeres spacetime is inextendible within the class
of Lorentzian spacetimes with continuous metrics.

1.2.4 Other coordinate systems, higher dimensions

A convenient coordinate system for the Schwarzschild metric is given by the so-
called isotropic coordinates: introducing a new radial coordinate r̃, implicitly
defined by the formula

r = r̃
(

1 +
m

2r̃

)2
, (1.2.31)

with a little work one obtains

gm =

(
1 +

m

2|x|

)4
(

3∑

1=1

(dxi)2

)
−
(

1−m/2|x|
1 +m/2|x|

)2

dt2 , (1.2.32)

where xi are coordinates on R
3 with |x| = r̃. Those coordinates show explicitly

that the space-part of the metric is conformally flat (as follows from spherical
symmetry).

The Schwarzschild spacetime has the curious property of possessing flat
spacelike hypersurfaces. They appear miraculously when introducing the Painlevé–
Gullstrand coordinates [145, 184, 227]: Starting from the standard coordinate
system of (1.2.1) one introduces a new time τ via the equation

t = τ − 2r

√
2m

r
+ 4m arctanh

(√
2m

r

)
, (1.2.33)

so that

dt = dτ −
√

2m/r

1− 2m/r
dr .

This leads to

g = −
[
1− 2m

r

]
dτ2 + 2

√
2m

r
dr dτ + dr2 + r2

[
dθ2 + sin2 θdφ2

]
,

or, passing from spherical to standard coordinates,

g = −
[
1− 2m

r

]
dτ2 + 2

√
2m

r
dr dτ + dx2 + dy2 + dz2 . (1.2.34)

(Note that each such slice has zero ADM mass.)
A useful tool for the PDE analysis of spacetimes is provided by wave co-

ordinates. In spherical coordinates associated to wave coordinates (t, x̂, ŷ, ẑ),
with radius function r̂ =

√
x̂2 + ŷ2 + ẑ2, the Schwarzschild metric takes the

form [188, 259]

g = − r̂ −m
r̂ +m

dt2 +
r̂ +m

r̂ −mdr̂2 + (r̂ +m)2dΩ2 . (1.2.35)

This is clearly obtained by replacing r with r̂ = r −m in (1.2.1).
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Incidentally: In order to verify the harmonic character of the coordinates asso-
ciated with (1.2.35), consider a general spherically symmetric static metric of the
form

g = −e2αdt2 + e2βdr2 + e2γr2dΩ2

= −e2αdt2 + e2βdr2 + e2γ(δijdx
idxj − dr2)

= −e2αdt2 +
(
e2γδij + (e2β − e2γ)

xixj

r2

)
dxidxj , (1.2.36)

where α, β and γ depend only upon r. We need to calculate

2gx
α =

1√
| det g|

∂µ(
√
| det g|gµν∂νxα) =

1√
| det g|

∂µ(
√
| det g|gµα) .

Clearly g0i = 0, which makes the calculation for x0 = t straightforward:

2gt =
1√
| det g|

∂µ(
√
| det g|gµ0) =

1√
| det g|

∂t(
√
| det g|g00) = 0 ,

as nothing depends upon t. For 2gx
i we have to calculate

√
| det g| and gµν . For

the latter, it is clear that g00 = −e−2α, while by symmetry considerations we must
have

gij = e−2γ
(
δij + χ

xixj

r2

)
,

for a function χ to be determined. The equation

δji = gjµgµi = gjkgki = e−2γ
(
δjk + χ

xjxk

r2

)(
e2γδki + (e2β − e2γ)

xkxi

r2

)

= δji + e−2γ
(
χe2γ + e2β − e2γ + χ(e2β − e2γ)

)xixj
r2

= δji + e−2γ
(
e2β − e2γ + χe2β

)xixj
r2

gives χ = e2(γ−β) − 1, and finally

gij = e−2γδij + (e−2β − e−2γ)
xixj

r2
.

Next,
√
| det g| is best calculated in a coordinate system in which the vector (x, y, z)

is aligned along the x axis, (x, y, z) = (r, 0, 0). Then (1.2.36) reads, in spacetime
dimension n+ 1,

g =




−e2α 0 0 · · · 0
0 e2β 0 · · · 0
0 0 e2γ · · · 0

0 0
...

. . . 0
0 0 0 · · · e2γ




which implies
det g = −e2(α+β)+2(n−1)γ ,

still at (x, y, z) = (r, 0, 0). Spherical symmetry implies that this equality holds
everywhere.

In order to continue, it is convenient to set

φ = eα+β+(n−3)γ ψ = eα+β+(n−1)γ(e−2β − e−2γ) .
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We then have

√
| det g|2gx

i = ∂µ(
√
| det g|gµi) = ∂j(

√
| det g|gji)

= ∂j

(
eα+β+(n−3)γ
︸ ︷︷ ︸

φ

δij + eα+β+(n−1)γ(e−2β − e−2γ)︸ ︷︷ ︸
ψ

xixj

r2
)
)

= (φ′ + ψ′)
xi

r
+ ψ∂j

(xixj
r2

)
=
(
φ′ + ψ′ +

(n− 1)

r
ψ
)xi
r
.

(1.2.37)

For the metric (1.2.35) we have

e2α =
r̂ −m
r̂ +m

, β = −α , e2γ r̂2 = (r̂ +m)2 ,

so that

φ = 1 , ψ = e2γ × e2α − 1 =
(r̂ +m)2

r̂2
× r̂ −m
r̂ +m

− 1 = −m
2

r̂2
,

and if n = 3 we obtain 2gx
µ = 0, as desired.

More generally, consider the Schwarzschild metric in any dimension n ≥ 3,

gm = −
(

1− 2m

rn−2

)
dt2 +

dr2

1− 2m
rn−2

+ r2dΩ2 , (1.2.38)

where, as usual, dΩ2 is the round unit metric on Sn−1. In order to avoid confusion
we keep the symbol r for the coordinate appearing in (1.2.38), and rewrite (1.2.36)
as

g = −e2αdt2 + e2βdr̂2 + e2γ r̂2dΩ2 , (1.2.39)

It follows from (1.2.37) that the harmonicity condition reads

0 =
d(φ+ ψ)

dr̂
+

(n− 1)

r̂
ψ =

d(φ+ ψ)

dr̂
+

(n− 1)

r̂
(ψ + φ)− (n− 1)

r̂
φ . (1.2.40)

Equivalently,
d[r̂n−1(φ+ ψ)]

dr̂
= (n− 1)r̂n−2φ . (1.2.41)

Transforming r to r̂ in (1.2.68) and comparing with (1.2.39) we find

eα =

√
1− 2m

rn−2
, eβ = e−α

dr

dr̂
, eγ =

r

r̂
.

Note that φ + ψ = eα−β+(n−1)γ ; chasing through the definitions one obtains φ =

dr
dr̂

(
r
r̂

)n−3

, leading eventually to the following form of (1.2.41)

d

dr

[
rn−1

(
1− 2m

rn−2

)dr̂
dr

]
= (n− 1)rn−3r̂ .

Introducing x = 1/r, one obtains an equation with a Fuchsian singularity at x = 0:

d

dx

[
x3−n

(
1− 2mxn−2

) dr̂
dx

]
= (n− 1)x1−nr̂ .
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The characteristic exponents are −1 and n− 1 so that, after matching a few lead-
ing coefficients, the standard theory of such equations provides solutions with the
behavior

r̂ = r − m

(n− 2)rn−3
+

{
m2

4 r
−3 ln r +O(r−5 ln r), n = 4;

O(r5−2n), n ≥ 5.
.

Somewhat surprisingly, we find logarithms of r in an asymptotic expansion of r̂ in
dimension n = 4. However, for n ≥ 5 there is a complete expansion of r̂ in terms of
inverse powers of r, without any logarithmic terms in those dimensions. 2

As already hinted to in (1.2.38), higher dimensional counterparts of metrics
(1.2.1) have been found by Tangherlini [263]. In spacetime dimension n+1, the
metrics take the form (1.2.1) with

V 2 = 1− 2m

rn−2
, (1.2.42)

and with dΩ2 — the unit round metric on Sn−1. The parameter m is the
Arnowitt-Deser-Misner mass in spacetime dimension four, and is proportional
to that mass in higher dimensions. Assuming again m > 0, a maximal analytic
extension can be constructed by a simple modification of the calculations above,
leading to a spacetime with global structure identical to that of Figure 1.2.7
except for the replacement 2M → (2M)1/(n−2) there.

Remark 1.2.12 For further reference we present a general construction of Walker [274].
We summarise the calculations already done: the starting point is a metric of the
form

g = −Fdt2 + F−1dr2 + hABdx
AdxB︸ ︷︷ ︸

=:h

, (1.2.43)

with F = F (r), where h := hAB(t, r, xC)dxAdxB is a family of Riemannian metrics
on an (n−2)-dimensional manifold which possibly depend on t and r. It is convenient
to write F for V 2, as the sign of F did not play any role; similarly the metric h was
irrelevant for the calculations we did above. We assume that F is defined for r in a
neighborhood of r = r0, at which F vanishes, with a simple zero there. Equivalently,

F (r0) = 0 , F ′(r0) 6= 0 .

Defining

u = t− f(r) , v = t+ f(r) , f ′ =
1

F
, (1.2.44)

û = − exp(−cu) , v̂ = exp(cv) , (1.2.45)

one is led to the following form of the metric

g = −F
c2

exp(−2cf(r))dû dv̂ + h . (1.2.46)

Since F has a simple zero, it factorizes as

F (r) = (r − r0)H(r) , H(r0) = F ′(r0) ,
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for a function H which has no zeros in a neighborhood of r0. This follows immedi-
ately from the formula

F (r)−F (r0) =

∫ 1

0

dF (t(r − r0) + r0)

dt
dt = (r−r0)

∫ 1

0

F ′(t(r−r0)+r0) dt . (1.2.47)

Now,

1

F (r)
=

1

H(r0)(r − r0)
+

1

F (r)
− 1

H(r0)(r − r0)
=

1

H(r0)(r − r0)
+

H(r0)−H(r)

H(r)H(r0)(r − r0)
.

An analysis of H(r) − H(r0) as in (1.2.47) allows us to integrate the equation
f ′ = 1/F in the form

f(r) =
1

F ′(r0)
ln |r − r0|+ f̂(r) ,

for some function f̂ which is smooth near r0. Inserting all this into (1.2.46) with

c =
F ′(r0)

2

gives

g = ∓ 4H(r)

(F ′(r0))2
exp(−f̂(r)F ′(r0))dû dv̂ + h , (1.2.48)

with a negative sign if we started in the region r > r0, and positive otherwise.
The function r is again implicitly defined by the equation

ûv̂ = ∓(r − r0) exp(f̂(r)F ′(r0)) .

The right-hand side has a derivative which equals ∓ exp(f̂(r0)/F ′(r0)) 6= 0 at r0,
and therefore this equation defines a smooth function r = r(ûv̂) for r near r0 by
the implicit function theorem.

The above discussion applies to F which are of Ck differentiability class, with
some losses of differentiability. Indeed, (1.2.48) provides an extension of Ck−2 differ-
entiability class, which leads to the restriction k ≥ 2. However, the implicit function
argument just given requires h to be differentiable, so we need in fact k ≥ 3 for a
coherent analysis. Note that for real analytic F ’s the extension so constructed is
real analytic; this follows from the analytic version of the implicit function theorem.

Supposing we start with a region where r > r0, with F positive there. Then we
are in a situation reminiscent of that we encountered with the Schwarzschild metric,
where a single region of the type I in Figure 1.2.1 leads to the attachment of three
new regions to the initial manifold, through “a lower left horizon, and an upper left
horizon, meeting at a corner”. On the other hand, if we start with r < r0 and F is
negative there, we are in the situation of Figure 1.2.1 where a region of type II is
extended through “an upper left horizon, and an upper right horizon, meeting at a
corner”. The reader should have no difficulties examining all remaining possibilities.
We return to this in Chapter 4. 2

The function f of (1.2.44) for a (4+1)–dimensional Schwarzschild-Tangherlini
solution can be calculated to be

f = r +
√

2m ln
(r −

√
2m

r +
√

2m

)
.
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A direct calculation leads to

g = −32m(r +
√

2m)2

r2
exp(−r/2m) dû dv̂ + dΩ2 . (1.2.49)

One can similarly obtain (non-very-enlightening) explicit expressions in dimen-
sion (5 + 1).

The isotropic coordinates in higher dimensions lead to the following form of
the Schwarzschild-Tangherlini metric [231]:

gm =

(
1 +

m

2|x|n−2

) 4
n−2

(
n∑

1=1

(dxi)2

)
−
(

1−m/2|x|n−2

1 +m/2|x|n−2

)2

dt2 . (1.2.50)

The radial coordinate |x| in (1.2.50) is related to the radial coordinate r of
(1.2.42) by the formula

r =

(
1 +

m

2|x|n−2

) 2
n−2

|x| .

It may be considered unsatisfactory that the function r appearing in the
globally regular form of the metric (1.2.25) is not given by an explicit elemen-
tary function of the coordinates. Here is a an explicit form of the extended
Schwarzschild metric due to Israel [159]7

g = −8m

[
dxdy +

y2

xy + 2m
dx2
]
− (xy + 2m)2dΩ2 . (1.2.51)

The coordinates (x, y) are related to the standard Schwarzschild coordinates
(t, r) as follows:

r = xy + 2m, (1.2.52)

t = xy + 2m(1 + ln |y/x|) , (1.2.53)

|x| =
√
|r − 2m| exp

(
r − t
4m

)
, (1.2.54)

|y| =
√
|r − 2m| exp

(
t− r
4m

)
. (1.2.55)

In higher dimensions one also has an explicit, though again not very en-
lightening, manifestly globally regular form of the metric [182], in spacetime
dimension n+ 1:

ds2 = −2
w2(−(r)−n+22n+1mn+1 + 4m2((n+ 1)(2m − r) + 3r − 4m)

m(2m− r)2 dU2

+8mdUdw + r2dΩ2
n−1 , (1.2.56)

where r ≥ 0 is the function

r(U,w) ≡ 2m+ (n− 2)Uw, (1.2.57)

while dΩ2
n−1 is the metric of a unit round n− 1 sphere.

7The Israel coordinates have been found independently in [228], see also [171].
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1.2.5 Some geodesics

The geodesics in the Schwarzschild metric have been studied extensively in the
literature (cf., e.g., [51]), so we will only make a few general comments about
those.

First, we already encountered a family of outgoing and incoming radial null
geodesics t∓ (r + 2m ln(r − 2m)) = const.

Next, we have seen that the horizon {r = 2m} is threaded by a family of
null geodesics, its generators.

We continue by noting that each Killing vector X produces a constant of
motion g(X, γ̇) along an affinely parameterised geodesic. So we have a conserved
energy-per-unit-mass

E := g(∂t, γ̇) = −(1− 2m

r
)ṫ ,

and a conserved angular-momentum-per-unit-mass J

J := g(∂ϕ, γ̇) = r2ϕ̇ .

Yet another constant of motion arises from the length of γ̇,

g(γ̇, γ̇) = −(1− 2m

r
)ṫ2 +

ṙ2

1− 2m
r

+ r2(θ̇2 + sin2 θϕ̇2) = ε ∈ {−1, 0, 1} . (1.2.58)

Incidentally: To simplify things somewhat, let us show that all motions are pla-
nar. One way of doing this is to write the equations explicitly. The Lagrangian for
geodesics reads:

L =
1

2

(
−V 2

(
dt

ds

)2

+ V −2

(
dr

ds

)2

+ r2
(
dθ

ds

)2

+ r2 sin2 θ

(
dϕ

ds

)2
)
.

Those Euler-Lagrange equations which are not already covered by the conservation
laws read:

d

ds

(
V −2 dr

ds

)
= −∂rV

(
V

(
dt

ds

)2

+ V −3

(
dr

ds

)2
)

+r

[(
dθ

ds

)2

+ sin2 θ

(
dϕ

ds

)2
]
, (1.2.59)

d

ds

(
r2
dθ

ds

)
= r2 sin θ cos θ

(
dϕ

ds

)2

. (1.2.60)

Consider any geodesic, and think of the coordinates (r, θ, ϕ) as spherical coordinates
on R3. Then the initial position vector (which is, for obvious reasons, assumed not
to be the origin) and the initial velocity vector, which is assumed not to be radial
(otherwise the geodesic will be radial, and the claim follows) define a unique plane
in R

3. We can then choose the spherical coordinates so that this plane is the plane
θ = π/2. We then have θ(0) = π/2 and θ̇(0) = 0, and then θ(s) ≡ π/2 is a solution
of (1.2.60) satisfying the initial values. By uniqueness this is the solution. 2
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So, without loss of generality we can assume sin θ = 1 throughout the mo-
tion, from (1.2.58) we then obtain the following ODE for r(s):

ṙ2 = E
2 + (1− 2m

r
)(ε− J2

r2
) . (1.2.61)

The radial part of the geodesic equation can be obtained by calculating di-
rectly the Christoffel symbols of the metric. A more efficient way is to use the
variational principle for geodesics, with the Lagrangian L = g(γ̇, γ̇) — this
can be read off from the middle term in (1.2.58). But the reader should easily
convince herself that, at this stage, the desired equation can be obtained by
differentiating (1.2.61) with respect to s, obtaining

2
d2r

ds2
=

d

dr

(
E

2 + (1− 2m

r
)(ε − J2

r2
)
)
. (1.2.62)

We wish to point out the existence of a striking class of null geodesics for
which r(s) = const. It follows from (1.2.62), and from uniqueness of solutions
of the Cauchy problem for ODE’s, that such a curve will be a null geodesic
provided that the right-hand sides of (1.2.61) and of (1.2.62) (with ε = 0)
vanish:

E
2 − (1− 2m

r
)
J2

r2
= 0 =

2J2

r3
(−r + 3m) . (1.2.63)

Simple algebra shows now that the curves

s 7→ γ±(s) = (t = s, r = 3m, θ = π/2, ϕ = ±33/2m−1s) , (1.2.64)

are null geodesics spiraling on the timelike cylinder {r = 3m}.
Exercice 1.2.14 Let γ be a timelike geodesic for the Schwarzschild metric param-
eterized by proper time and lying in the equatorial plane θ = π/2. Show that

E2 − ṙ2
1− 2m

r

− J2

r2
= 1 .

Deduce that if E = 1 and J = 4m then
√
r − 2

√
m√

r + 2
√
m

= Aeǫϕ/
√
2 ,

where ǫ = ±1 and A is a constant. Describe the orbit that starts at ϕ = 0 in each
of the cases (i) A = 0, (ii) A = 1, ǫ = −1, (iii) r(0) = 3m, ǫ = −1. 2

Exercice 1.2.15 Let u = m/r. Show that there exist constants E, J and λ such
that along non-radial geodesics we have

(
du

dϕ

)2

=
m2E2

J2
−
(
u2 +

λm2

J2

)
(1− 2u) . (1.2.65)

Show that for every r > 3m there exist timelike geodesics for which ṙ = 0.
Consider a geodesic which is a small perturbation of a fixed-radius geodesic.

Writing u = u0 + δu, where du0/dϕ = 0, and where δu is assumed to be small,
derive a linear second order differential equation approximatively satisfied by δu.
Solving this equation, conclude that for 3m < r < 6m the constant-radius geodesics
are unstable at a linearized level, while they are linearization-stable for r > 6m. 2
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Exercice 1.2.16 Consider (1.2.65) with λ = 0 and J = 3
√

3mE. Check that we
have then (

du

dϕ

)2

= 2

(
u+

1

6

)(
u− 1

3

)2

, (1.2.66)

and that for any ϕ0 ∈ R the function

u(ϕ) = −1

6
+

1

2
tanh2

[
1

2
(ϕ− ϕ0)

]
(1.2.67)

solves (1.2.66). Study the asymptotic behaviour of these solutions. What can you
infer from (1.2.67) about stability of the spiraling geodesics (1.2.64)? 2

Insightful animations of ray tracing in the Schwarzchild spacetime can be
found at http://jilawww.colorado.edu/~ajsh/insidebh/schw.html.

1.2.6 The Flamm paraboloid

We write again the Schwarzschild metric in dimension n+ 1,

gm = −
(

1− 2m

rn−2

)
dt2 +

dr2

1− 2m
rn−2

+ r2dΩ2 , (1.2.68)

where, as usual, dΩ2 is the round unit metric on Sn−1. Because of spherical
symmetry, the geometry of the t = const slices can be realised by an embedding
into (n+ 1)–dimensional Euclidean space. If we set

g̊ = dz2 + (dx1)2 + . . .+ (dxn)2 = dz2 + dr2 + r2dΩ2 ,

the metric h induced by g̊ on the the surface z = z(r) reads

h =
((dz

dr

)2
+ 1
)
dr2 + r2dΩ2 . (1.2.69)

This will coincide with the space part of (1.2.68) if we require that

dz

dr
= ±

√
2m

rn−2 − 2m
.

The equation can be explicitly integrated in dimensions n = 3 and 4 in terms
of elementary functions, leading to

z = z0 ±
√

2m×
{

2
√
r − 2m, r > 2m, n = 3,

ln(r +
√
r2 − 2m), r >

√
2m, n = 4.

The positive sign corresponds to the usual black hole exterior, while the negative
sign corresponds to the second asymptotically flat region, on the “other side”
of the Einstein-Rosen bridge. Solving for r(z), a convenient choice of z0 leads
to

r =

{
2m + z2/8m, n = 3,√

2m cosh(z/
√

2m), n = 4.

In dimension n = 3 one obtains a paraboloid, as first noted by Flamm. The
embeddings are visualized in Figures 1.2.2 and 1.2.3.

The qualitative behavior in dimensions n ≥ 5 is somewhat different, as then
z(r) asymptotes to a finite value as r tends to infinity. The embeddings in n = 5
are visualized in Figure 1.2.4; in that dimension z(r) can be expressed in terms
of elliptic functions, but the final formula is not very illuminating.



32 CHAPTER 1. AN INTRODUCTION TO BLACK HOLES

–20

0

20
–20 –10 0 10 20

–10

–5

0

5

10

–10

0

10

–10
–5

0
5

10

–10

–5

0

5

10

Figure 1.2.2: Isometric embedding of the space-geometry of an n = 3 dimen-
sional Schwarzschild black hole into four-dimensional Euclidean space, near the
throat of the Einstein-Rosen bridge r = 2m, with 2m = 1 (left) and 2m = 6
(right).
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Figure 1.2.3: Isometric embedding of the space-geometry of an n = 4 dimen-
sional Schwarzschild black hole into five-dimensional Euclidean space, near the
throat of the Einstein-Rosen bridge r = (2m)1/2, with 2m = 1 (left) and 2m = 6
(right). The extents of the vertical axes are the same as those in Figure 1.2.2.
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Figure 1.2.4: Isometric embedding of the space-geometry of a (5 + 1)–
dimensional Schwarzschild black hole into six-dimensional Euclidean space, near
the throat of the Einstein-Rosen bridge r = (2m)1/3, with 2m = 2. The variable
along the vertical axis asymptotes to ≈ ±3.06 as r tends to infinity. The right
picture is a zoom to the centre of the throat.

1.2.7 Fronsdal’s embedding

An embedding of the full Schwarzschild geometry into six dimensional Minkowski
spacetime has been constructed by Fronsdal [124] (compare [107–109]). For this,
let us write the flat metric η on R

6 as

η = −(dz0)2 + (dz1)2 + (dz2)2 + (dz3)2 + (dz4)2 + (dz5)2 .

For r > 2m the required embedding is obtained by setting

z0 = 4m
√

1− 2m/r sinh(t/4m) , z1 = 4m
√

1− 2m/r cosh(t/4m) ,

z2 =

∫ √
2m(r2 + 2mr + 4m2)/r3dr , (1.2.70)

z3 = r sin θ sinφ , z4 = r sin θ cosφ , z5 = r cosφ .

(The function z2, plotted in Figure 1.2.5, can be found explicitly in terms of
elliptic integrals, but the final formula is not very enlightening.) The embedding

1 2 3 4 5

-5

5

Figure 1.2.5: The function z2/m of (1.2.70) in terms of r/m.

is visualised in Figure 1.2.6. Note that z2 is defined and analytic for all r > 0,
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Figure 1.2.6: Fronsdal’s embedding (t, r) 7→ (x = z1, τ = z0, y = z2), with
target metric −dτ2 + dx2 + dy2, of the region r > 2m (left figure) and of the
whole Kruskal-Szekeres manifold (right figure) with m = 1.

which allows one to extend the map (1.2.70) analytically to the whole Kruskal-
Szekeres manifold. This led Fronsdal to his own discovery of the Kruskal-
Szekeres extension of the Schwarzschild metric, but somehow his name is rarely
mentioned in this context.

Exercice 1.2.17 Show that the formulae

z0 = 4m
√

1− 2m/rn−2 sinh(t/4m) , z1 = 4m
√

1− 2m/rn−2 cosh(t/4m) ,

z2 =
√

2

√
mr2−n (rn − 8m3(n− 2)2)

rn − 2mr2
(1.2.71)

can be used to construct an embedding of (n+ 1)-dimensional Schwarzschild metric
with n ≥ 3 into R1,n+2. 2

Exercice 1.2.18 Prove that no embedding of (n + 1)-dimensional Schwarzschild
metric with n ≥ 3 into R1,n+1 exists. 2

Exercice 1.2.19 Find an embedding of the Schwarzschild metric into R6 with met-
ric η = −(dz0)2−(dz1)2+(dz2)2+(dz3)2+(dz4)2+(dz5)2. You may wish to assume
z0 = f(r) cos(t/4m), z1 = f(r) sin(t/4m), z2 = h(r), with the remaining functions
as in (1.2.70). 2

1.2.8 Conformal Carter-Penrose diagrams

Consider a metric with the following product structure:

g = grr(t, r)dr
2 + 2grt(t, r)dtdr + gtt(t, r)dt

2

︸ ︷︷ ︸
=:2g

+hAB(t, r, xA)dxAdxB︸ ︷︷ ︸
=:h

, (1.2.72)

where h is a Riemannian metric in dimension n−1. Then any causal vector for
g is also a causal vector for 2g, and drawing light-cones for 2g gives a good idea
of the causal structure of (M , g). We have already done that in Figure 1.2.1 to
depict the black hole character of the Kruskal-Szekeres spacetime.
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Now, it is not too difficult to prove that any two-dimensional Lorentzian
metric can be locally written in the form

2g = 2guv(u, v)dudv = 2guv(−dt2 + dr2) (1.2.73)

in which the light-cones have slopes one, just as in Minkowski spacetime. When
using such coordinates, it is sufficient to draw their domain of definition to
visualise the global causal structure of the spacetime.

Exercice 1.2.20 Prove (1.2.73). [Hint: introduce coordinates associated with right-
going and left-going null geodesics.] 2

The above are the first two-ingredients behind the idea of conformal Carter-
Penrose diagrams. The last thing to do is to bring any infinite domain of
definition of the (u, v) coordinates to a finite one. We will discuss this how to
do quite generally in Chapter 4, but it is of interest to do it explicitly for the
Kruskal-Szekeres spacetime. For this, let ū and v̄ be defined by the equations

tan ū = û , tan v̄ = v̂ ,

where v̂ and û have been defined in (1.2.23)-(1.2.24). Using

dû =
1

cos2 ū
dū , dv̂ =

1

cos2 v̄
dv̄ ,

the Schwarzschild metric (1.2.25) takes the form

g = −32m exp(− r
2m )

r
dû dv̂ + r2dΩ2

= −32m exp(− r
2m )

r cos2 ū cos2 v̄
dū dv̄ + r2dΩ2 . (1.2.74)

Introducing new time- and space-coordinates t̄ = (ū + v̄)/2, x̄ = (v̄ − ū)/2, so
that

ū = t̄− x̄ , v̄ = t̄+ x̄ ,

one obtains a more familiar-looking form

g =
32m exp(− r

2m)

r cos2 ū cos2 v̄
(−dt̄2 + dx̄2) + r2dΩ2 .

This is regular except at cos ū = 0, or cos v̄ = 0, or r = 0. The first set
corresponds to the straight lines ū = t̄ − x̄ ∈ {±π/2}, while the second is the
union of the lines v̄ = t̄+ x̄ ∈ {±π/2}.

The analysis of {r = 0} requires some work: recall that r → 0 corresponds
to ûv̂ → 1, which is equivalent to

tan(ū) tan(v̄)→ 1 .

Using the formula

tan(ū+ v̄) =
tan ū+ tan v̄

1− tan ū tan v̄

we obtain tan(ū + v̄) →r→0 ±∞ unless perhaps the numerator tends to zero.
Except for the last borderline cases, this is equivalent to

ū+ v̄ = 2t̄→ ±π/2 .
So the Kruskal-Szekeres metric is conformal to a smooth Lorentzian metric on
C × S2, where C is the set of Figure 1.2.7.
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Figure 1.2.7: The Carter-Penrose diagram5 for the Kruskal-Szekeres spacetime
with mass M . There are actually two asymptotically flat regions, with corre-
sponding event horizons defined with respect to the second region. Each point
in this diagram represents a two-dimensional sphere, and coordinates are cho-
sen so that light-cones have slopes plus minus one. Regions are numbered as in
Figure 1.2.1.

1.2.9 Weyl coordinates

A set of coordinates well suited to study static axisymmetric metrics has been
introduced by Weyl. In those coordinates the Schwarzschild metric takes the
form (cf., e.g., [259, Equation (20.12)])

g = −e2USchwdt2 + e−2USchwρ2dϕ2 + e2λSchw(dρ2 + dz2) , (1.2.75)

where

USchw = ln ρ− ln
(
m sin θ̃ +

√
ρ2 +m2 sin2 θ̃

)
(1.2.76)

=
1

2
ln

[√
(z −m)2 + ρ2 +

√
(z +m)2 + ρ2 − 2m√

(z −m)2 + ρ2 +
√

(z +m)2 + ρ2 + 2m

]
, (1.2.77)

λSchw = −1

2
ln

[
(rSchw −m)2 −m2 cos2 θ̃

r2Schw

]
(1.2.78)

= −1

2
ln




4
√

(z −m)2 + ρ2
√

(z +m)2 + ρ2
[
2m +

√
(z −m)2 + ρ2 +

√
(z +m)2 + ρ2

]2


 .(1.2.79)

In (1.2.76) the angle θ̃ is a Schwarzschild angular variable, with the relations

2m cos θ̃ =
√

(z +m)2 + ρ2 −
√

(z −m)2 + ρ2 ,

2(rSchw −m) =
√

(z +m)2 + ρ2 +
√

(z −m)2 + ρ2 ,

ρ2 = rSchw(rSchw − 2m) sin2 θ̃ , z = (rSchw −m) cos θ̃ ,
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where rSchw is the usual Schwarzschild radial variable such that e2USchw = 1 −
2m/rSchw. As is well known, and in any case easily seen, USchw is smooth on
R
3 except on the set {ρ = 0,−m ≤ z ≤ m}. From (1.2.76) we find, at fixed z

in the interval −m < z < m and for small ρ,

USchw(ρ, z) = ln ρ− ln(2
√

(m+ z)(m− z)) +O(ρ2) (1.2.80)

(with the error term not uniform in z).

The value λ̊ of λ on the rod equals

λ̊(z) = −1

2
ln

[
(m− z)(z +m)

(2m)2

]
.

1.3 Some general notions

1.3.1 Isometries

Before continuing some general notions are in order. A Killing field, by defini-
tion, is a vector field the local flow of which preserves the metric. Equivalently,
X satisfies the Killing equation,

0 = LXgµν = ∇µXν +∇νXµ . (1.3.1)

The set of solutions of this equation forms a Lie algebra, where the bracket
operation is the bracket of vector fields (see Section A.21, p. 305).

One of the features of the Schwarzschild metric (1.2.1) is its stationarity,
with Killing vector field X = ∂t: A spacetime is called stationary if there
exists a Killing vector field X which approaches ∂t in the asymptotically flat
region (where r goes to ∞, see Section 1.3.6 below for precise definitions) and
generates a one parameter groups of isometries. A spacetime is called static if it
is stationary and if the stationary Killing vector X is hypersurface-orthogonal,
i.e.

X♭ ∧ dX♭ = 0 , (1.3.2)

where

X♭ = Xµdx
µ = gµνX

νdxµ .

Incidentally: Exercice 1.3.2 Show that the Schwarzschild metric, as well as
the Reissner-Nordström metrics of Section 1.5, are static but the Kerr metrics with
a 6= 0, presented in Section 1.6 below, are not.

2

Any metric with a Killing vector field X can be locally written, away from
the zeros of X, in the form

g = −V (dt + θidx
i

︸ ︷︷ ︸
=:θ

)2 + hijdx
idxj , (1.3.3)
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with X = ∂t and hence ∂tgµν = 0. Then

X♭ = −V (dt+θ) , X♭ = −dV ∧ (dt+θ)−V dθ , X♭∧dX♭ = V 2(dt+θ)∧dθ .
(1.3.4)

It follows that g is static if and only if dθ = 0. Therefore, for static metrics, on
any simply connected subset of M there exists a function f = f(xi) such that
θ = df . Introducing a new time coordinate τ := t + f , we conclude that any
static metric g can locally be written as

g = −V dτ2 + hijdx
idxj . (1.3.5)

We also see that staticity leads to, and is equivalent to, the existence of
a supplementary local discrete isometry of g obtained by mapping τ to its
negative, τ 7→ −τ .

On a simply connected spacetime M the representation (1.3.5) is global,
with a function V without zeros, provided that there exists in M a hypersurface
S which is transverse to a globally timelike Killing vector X, with every orbit
of X meeting S precisely once.

A spacetime is called axisymmetric if there exists a Killing vector field Y ,
which generates a one parameter group of isometries, and which behaves like a
rotation: this property is captured by requiring that all orbits 2π periodic, and
that the set {Y = 0}, called the axis of rotation, is non-empty. Killing vector
fields which are a non-trivial linear combination of a time translation and of
a rotation in the asymptotically flat region are called stationary-rotating, or
helical. Note that those definitions require completeness of orbits of all Killing
vector fields (this means that the equation ẋ = X has a global solution for all
initial values), see [60] and [130] for some results concerning this question.

In the extended Schwarzschild spacetime the set {r = 2m} is a null hy-
persurface E , the Schwarzschild event horizon. The stationary Killing vector
X = ∂t extends to a Killing vector X̂ in the extended spacetime which becomes
tangent to and null on E , except at the ”bifurcation sphere” right in the middle
of Figure 1.2.7, where X̂ vanishes.

1.3.2 Killing horizons

A null hypersurface which coincides with a connected component of the set

NX := {g(X,X) = 0 , X 6= 0} , (1.3.6)

where X is a Killing vector, with X tangent to N , is called a Killing horizon
associated to X. Here it is implicitly assumed that the hypersurface is embedded.

We will sometimes write N (X) instead of NX .

Example 1.3.3 The simplest example is provided by the “boost Killing vector
field”

X = z∂t + t∂z (1.3.7)

in Minkowski spacetime: The Killing horizon NX of X has four connected
components

N (X)ǫδ := {t = ǫz , δt > 0} , ǫ, δ ∈ {±1} ; (1.3.8)
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Figure 1.3.1: The four branches of a bifurcate horizon and the bifurcation
surface for the boost Killing vector x∂t + t∂x in three-dimensional Minkowski
spacetime.

indeed, we have

{g(X,X) = 0} = {t = ±z} , (1.3.9)

but from this we need to remove the set of points {z = t = 0}, where X
vanishes. The closure NX of NX is the set {|t| = |z|}, as in (1.3.9), which is
not a manifold, because of the crossing of the null hyperplanes {t = ±z} at t =
z = 0; see Figure 1.3.1. Horizons of this type are referred to as bifurcate Killing
horizons. More precisely, a set will be called a bifurcate Killing horizon if it is
the union of a smooth submanifold S of co-dimension two, called the bifurcation
surface, and of four Killing horizons obtained by shooting null geodesics in the
four distinct null directions orthogonal to S. So, the Killing vector z∂t + t∂z
in Minkowski spacetime has a bifurcate Killing horizon, with the bifurcation
surface {t = z = 0}.

Example 1.3.4 Figure 1.2.1 on p. 18 makes it clear that the set {r = 2m} in
the Kruskal-Szekeres spacetime is the union of four Killing horizons and of the
bifurcation surface, with respect to the Killing vector field which equals ∂t in
the asymptotically flat region.

It turns out that the above examples are typical. Indeed, consider a spacelike
submanifold S of co-dimension two in a spacetime (M , g), and suppose that
there exists a (non-trivial) Killing vector field X which vanishes on S. Then the
one-parameter group of isometries φt[X] generated by X leaves S invariant and,
along S, the tangent maps φt[X]∗ induce isometries of TM to itself. At every
p ∈ S there exist precisely two null directions Vect{n±} ⊂ TpM , where n± are
two distinct null future directed vectors normal to S. Since every geodesic is
uniquely determined by its initial point and its initial direction, we conclude
that the null geodesics through p are mapped to themselves by the flow of
X. Thus X is tangent to those geodesics. There exist two null hypersurfaces
N± threaded by those null geodesics, intersecting at S. We define N±+ to
be the connected components of N± \ {X = 0} lying to the future of S and
accumulating at S. Similarly we define N±− to be the connected components
of N± \ {X = 0} lying to the past of S and accumulating at S. Then the N±±
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are Killing horizons which, together with S, form a bifurcate Killing horizon
with bifurcation surface S.

Example 1.3.5 One more noteworthy example, in Minkowski spacetime, is pro-
vided by the Killing vector

X = y∂t + t∂y + x∂y − y∂x = y∂t + (t+ x)∂y − y∂x . (1.3.10)

Thus, X is the sum of a boost y∂t + t∂y and a rotation x∂y − y∂x. Note that
X vanishes if and only if

y = t+ x = 0 ,

which is a two-dimensional isotropic (null) submanifold of Minkowski spacetime
R
1,3. Further,

g(X,X) = (t+ x)2 = 0

which is an isotropic hyperplane in R
1,3.

Remark 1.3.6 When attempting to prove uniqueness of black holes, one is natu-
rally led to the following notion: Let X be a Killing vector, then every connected,
not necessarily embedded, null hypersurface N0 ⊂ NX , with NX as in (1.3.6), with
the property that X is tangent to N0, is called a Killing prehorizon.

One of the fundamental differences between prehorizons and horizons is that
the latter are necessary embedded, while the former are allowed not to be. Thus,
a Killing horizon is also a Killing prehorizon, but the reverse implication is not
true. As an example, consider R × T2 with the flat product metric, and let Y be
any covariantly constant unit vector on T2 the orbits of which are dense on T2.
Let Γ ⊂ T2 be such an orbit, then R × Γ provides an example of non-embedded
prehorizon associated with the null Killing vector X := ∂t + Y .

Prehorizons are a major headache to handle in analytic arguments, and one of
the key steps of the uniqueness theory of stationary black holes is to prove that
they do not exist within the domain of outer commmunications of well behaved
black-hole spacetimes [71, 75, 198]. 2

1.3.3 Surface gravity

The surface gravity κ of a Killing horizon N (X) is defined by the formula

(XαXα),µ

∣∣∣
N (X)

= −2κXµ . (1.3.11)

A word of justification is in order here: since g(X,X) = 0 on N (X) the differ-
ential of g(X,X) is conormal to N (X). (A form α is said to be conormal to S
if for every vector Y ∈ TS we have α(Y ) = 0.) Recalling (cf. Appendix A.23,
p. 316) that on a null hypersurface the conormal is proportional to g(ℓ, ·), where
ℓ is any null vector tangent to N (those are defined uniquely up to a propor-
tionality factor), we obtain that d(g(X,X)) is proportional to X♭ = Xµdx

µ;
whence (1.3.11). We will show shortly that κ is a constant under fairly general
conditions.

The surface gravity of black holes plays an important role in black hole
thermodynamics, cf. e.g., [34] and references therein.
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Remark 1.3.7 The surface gravity measures the acceleration a of the integral curves
of the Killing vector X , in the following sense: Let τ 7→ xµ(τ) be an integral curve
of X , thus xµ(τ) solves the equation

ẋµ(τ) ≡ dxµ

dτ
(τ) = Xµ(xα(τ)) .

The acceleration a = aµ∂µ of the curve xµ(τ) is defined as Dẋµ/dτ . On the Killing
horizon NX we have

aµ =
Dẋµ

dτ
= ẋσ∇σXµ = Xσ∇σXµ = −Xσ∇µXσ = −1

2
∇µ(XσXσ)

= κẋµ = κXµ .

Thus
a = κX (1.3.12)

on the Killing horizon. 2

As an example of calculation of surface gravity, consider the Killing vector
X of (1.3.7). We have

d(g(X,X)) = d(−z2 + t2) = 2(−zdz + tdt) .

On N (X)ǫδ we have t = ǫz, and

X♭ = −zdt + tdz = z(−dt + ǫdz) = −1

2
ǫd(g(X,X))|N (X)ǫδ ,

and so
κ = ǫ ∈ {±1} . (1.3.13)

As another example, for the Killing vector X of (1.3.10) we have

d(g(X,X)) = 2(t+ x)(dt + dx) ,

which vanishes on each of the Killing horizons {t = −x , y 6= 0}. We conclude
that κ = 0 on both horizons.

A Killing horizon NX is said to be degenerate, or extreme, if κ vanishes
throughout NX ; it is called non-degenerate if κ has no zeros on NX . Thus,
the Killing horizons N (X)ǫδ of (1.3.8) are non-degenerate, while both Killing
horizons of X given by (1.3.10) are degenerate.

Incidentally: Example 1.3.9 Consider the Schwarzschild metric. as extended
in (1.2.10),

g = −(1− 2m

r
)dv2 + 2dvdr + r2dΩ2 . (1.3.14)

We have

d
(
g(X,X)

)
= d
(
g(∂v, ∂v)

)
= −2m

r2
dr .

Now, X♭ = g(∂v, ·) = −(1− 2m
r )dv+dr, which equals dr at the hypersurface r = 2m.

Comparing with (1.3.11) gives

κ ≡ κm :=
1

4m
.
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We see that the black-hole event horizon in the above extension of the Schwarzschild
metric is a non-degenerate Killing horizon, with surface gravity (4m)−1.

The same calculation for the extension based on the retarded time coordinate
u of (1.2.9) proceeds identically except for various sign changes, resulting in κ =
−1/4m for the white-hole event horizon.

Note that there are no black holes with degenerate Killing horizons within the
Schwarzschild family. In fact [90], there are no suitably regular, degenerate, static
vacuum black holes at all.

2

In Kerr spacetimes (see Section 1.6 below) we have κ = 0 if and only if
m = a. On the other hand, all horizons in the multi-black hole Majumdar-
Papapetrou solutions of Section 1.7 are degenerate.

In what follows we will prove that κ is constant on Killing horizons under
various circumstances; this is used when assigning a temperature to Killing
horizons. In the proofs we will need to differentiate the defining equation

Xγ∇αXγ |N = −κXα . (1.3.15)

For this some preliminary work is needed:

Let tα1...αℓ be any tensor field vanishing on N . Then

kβ∇βtα1...αℓ |N = 0 (1.3.16)

for any vector field kβ tangent to N . Since Xβ spans the space of covectors
annihilating N , (1.3.16) holds if and only if ∇βtα1...αℓ |N equals Xβsα1...αℓ for
some tensor field sα1...αℓ . Equivalently,

X[γ∇β]tα1...αℓ |N = 0 . (1.3.17)

This is our desired differential consequence of the vanishing of tα1...αℓ |N .

We have the following:

Theorem 1.3.10 κ2 is a non-zero constant on bifurcate Killing horizons.

Remark 1.3.11 Both (1.3.13) and the Example 1.3.9 show that κ, as defined in
(1.3.11) is not constant on a bifurcate Killing horizon, with a sign which might
change when passing from Killing horizon component to another. The reader
will note that one can fiddle with the sign in (1.3.11) to obtain a constant value
of κ throughout a bifurcate Killing horizon, but we will not proceed in this
manner.

Proof: We follow the argument in [167, p. 59]. Consider, quite generally, a
smooth hypersurface N with defining function f ; by definition, this means
that f vanishes precisely on N , with df different from zero on N . Thus, on
each connected component N of our bifurcate Killing horizon we have such a
function f . Next, we claim that there exists a function h such that on N we
have

X♭ := gµνX
µdxν = hdf (1.3.18)
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(This property is called hypersurface orthogonality.) Indeed, if Y is any vector
tangent to N , then Y µ∂µf = 0 on N , since f is constant on N . On the other
hand, Y µXµ = 0, because a null vector tangent to a null hypersurface N is
orthogonal to all vectors tangent to N . It follows that X♭ is proportional to
df , which justifies the existence the function h in (1.3.18). We emphasise that
we do not assume (1.3.18) everywhere, but only on N .

We start by showing that (1.3.18) implies the identity

X[µ∇νXρ] |N = 0 . (1.3.19)

Indeed, differentiating (1.3.18) we find

∇νXρ |N = ∇νh∇ρf + h∇ν∇ρf +XνZρ , (1.3.20)

for some vector field Z. Here, as already explained above, Z accounts for the
fact that the equality (1.3.18) only holds on N , and therefore differentiation
might introduce non-zero terms in directions transverse to N . The first term
in (1.3.20) drops out under antisymmetrisation as in (1.3.19) since X is propor-
tional to ∇f ; similarly for the last one. The second term is symmetric in ρ and
ν, and also gives zero under antisymmetrisation. This establishes (1.3.19). (In
fact, (1.3.19) is a special case of the Frobenius theorem, keeping in mind that
Xα is hypersurface-orthogonal.)

We continue with the identity

∇νXρ∇νXρ |N = −2κ2 . (1.3.21)

To see this, we multiply (1.3.19) by ∇νXρ and expand: using the symbol “=N ”
to denote equality on N , we find

0 =N ∇νXρXµ∇νXρ +∇νXρXν︸ ︷︷ ︸
κXρ

∇ρXµ +∇νXρXρ︸ ︷︷ ︸
−κXν

∇µXν

=N ∇νXρXµ∇νXρ + κXρ∇ρXµ︸ ︷︷ ︸
κXµ

−κXν∇µXν︸ ︷︷ ︸
−κXµ

=N (∇νXρ∇νXρ + 2κ2)Xµ .

This proves (1.3.21) away from the set where X vanishes.

Now, recall that a bifurcate horizon is the union of four Killing horizons,
which are smooth hypersurfaces on which X has no zeros, and of the bifurcation
surface S, where X vanishes. So the set {X 6= 0} is dense on a bifurcate horizon.
Recall also that κ has not been defined on S so far, as the definition needs the
condition X 6= 0. But we can view (1.3.21) as the definition of κ, up to sign,
at points at which X vanishes. Then the calculation just given shows that
the function κ2, so-extended to S, is a smooth function on a bifurcate Killing
horizon N , with (1.3.21) holding throughout N .

Recall (cf. (A.21.8), p. 308 below) that a Killing vector field satisfies the set
of equations

∇α∇βXγ = RσαβγX
σ . (1.3.22)
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Differentiating (1.3.21) we obtain, using (1.3.22),

∇νXρ∇σ∇νXρ︸ ︷︷ ︸
RασνρXα

|
N

= −∇σ(κ2) . (1.3.23)

So the left-hand side vanishes on S. It follows that ∇κ2 vanishes on S. We
conclude that κ2 is constant on any connected component of S.

Contracting (1.3.23) with Xσ we further find

−LXκ
2 |

N
= −Xσ∇σ(κ2) |

N
= ∇νXρRασνρX

αXσ

︸ ︷︷ ︸
=0

= 0 . (1.3.24)

Hence κ2 is constant along any the null Killing orbits threading each of the
Killing horizons issued from S. Continuity implies that on each orbit the surface
gravity κ2 takes the same value as at its accumulation point at S. But we
have already seen that κ2 is constant on S. We conclude that κ2 is constant
throughout the bifurcate Killing horizon emanating from S.

It remains to show that κ2 cannot vanish on S: This is a consequence of the
fact that X|S = 0, κ|S = 0 and (1.3.21) imply ∇X|S = 0. Proposition A.21.7,
p. 309 gives X ≡ 0, contradicting the definition of a bifurcate Killing horizon.
2

Yet another class of spacetimes with constant κ (see [150], Theorem 7.1
or [271], Section 12.5) is provided by spacetimes satisfying the dominant energy
condition: this means that TµνX

µY ν ≥ 0 for all causal future directed vector
fields X and Y . Our aim now is to prove this.

Since Xα is hypersurface-orthogonal on N , from the “Frobenius identity”
(1.3.19) we have

0 =N 3X[β∇σXγ] =N Xβ∇σXγ +Xσ∇γXβ +Xγ∇βXσ

=N 2X[β∇σ]Xγ +Xγ∇βXσ . (1.3.25)

Equivalently,

X[β∇σ]Xγ |N =
1

2
Xγ∇σXβ . (1.3.26)

Thus, applying the differential operator X[β∇σ] to the left-hand side of (1.3.15),
we find

X[β∇σ](Xγ∇αXγ) = (X[β∇σ]Xγ

︸ ︷︷ ︸
1
2
Xγ∇σXβ

)∇αXγ +XγX[β ∇σ]∇αXγ︸ ︷︷ ︸
−Rσ]µαγXµ

= −κ
2
Xα∇σXβ −X[βRσ]µαγX

γXµ

= κX[σ∇β]Xα −X[βRσ]µαγX
γXµ . (1.3.27)

Comparing with the corresponding derivatives of the right-hand side of (1.3.15),
we conclude that

X[βRσ]µαγX
γXµ |

N
= XαX[σ∇β]κ . (1.3.28)
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The next step is to show that

X[βRσ]µαγX
γXµ |

N
= XαX[βRσ]γX

γ . (1.3.29)

For this, we apply X[µ∇ν] to (1.3.19): Letting Sαβγ denote a cyclic sum over
αβγ, and using (1.3.26) we obtain:

0 =N X[µ∇ν](SαβγXα∇βXγ)

=N Sαβγ((X[µ∇ν]Xα︸ ︷︷ ︸
1
2
Xα∇νXµ

)∇βXγ +XαX[µ∇ν]∇βXγ︸ ︷︷ ︸
Rν]σγβXσ

)

=N SαβγXαX
σX[µRν]σγβ . (1.3.30)

Writing out this sum, and contracting with gαµ, after a renaming of indices one
obtains (1.3.29).

Comparing (1.3.28) and (1.3.29), since X does not vanish anywhere on a
Killing horizon,

X[α∇β]κ = −X[αRβ]γX
γ . (1.3.31)

We have therefore proved:

Proposition 1.3.12 Let N be a Killing horizon associated with a Killing vec-
tor X. If

X[αRµ]νX
ν = 0 on N , (1.3.32)

then κ is constant on N .

Let us relate (1.3.32) to the dominant energy condition, alluded to above. In
vacuum the Ricci tensor vanishes, so clearly (1.3.32) is satisfied. More generally,
using the Einstein equation, (1.3.32) is equivalent to

X[αTµ]νX
ν = 0 on N . (1.3.33)

Now, multiplying (1.3.31) by Xα and using Xα∇ακ = 0 one finds

RµνX
µXν |

N
= 0 , (1.3.34)

and therefore also
TµνX

µXν |
N

= 0 . (1.3.35)

Assuming the dominant energy condition, this is possible if and only if (1.3.33)
holds. Indeed, the condition that TµνX

µY ν is positive for all causal future
directed vectors implies that −T µνXν is causal future directed. But then
TµνX

µXν vanishes on N if and only if T µνX
ν is proportional to Xµ, which

implies (1.3.33). We conclude that Proposition 1.3.12 applies, leading to:

Theorem 1.3.13 Let N be a Killing horizon and suppose that the energy-
momentum tensor satisfies the dominant energy condition,

TµνZ
νY µ = 0 for all causal future directed Z and Y . (1.3.36)

Then κ is constant on N .
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We conclude this section with the following result, originally proved by Rácz
and Wald [239] in spacetime dimension n+ 1 = 4:

Theorem 1.3.14 Let N be a Killing horizon associated with a Killing vector
field X in an (n + 1)-dimensional spacetime. Then the surface gravity κ is
constant on N if and only if the exterior derivative of the twist form field ω is
zero on the horizon, i.e.

∇[α0
ωα1...αn−2] |N = 0 ,

where ω is defined as ωα1...αn−2 = ǫα1...αn−2βγδX
β∇γXδ.

Proof: Recall (1.3.31):

X[α∇β]κ |N = −X[αRβ]γX
γ . (1.3.37)

On the other hand, letting δαβγδ = δα[γδ
β
δ] we have

ǫαβγδ1...δn−2∇γωδ1...δn−2

= ǫαβγδ1...δn−2∇γ(ǫδ1...δn−2µνρX
µ∇νXρ)

= (−1)n−2ǫδ1...δn−2αβγǫδ1...δn−2µνρ∇γ(Xµ∇νXρ)

= 2(−1)n−1(n− 2)!︸ ︷︷ ︸
=:cn

(δαµδ
βγ
νρ + δβµδ

γα
νρ + δγµδ

αβ
νρ )∇γ(Xµ∇νXρ)

= cn

(
∇γ(Xα∇βXγ) +∇γ(Xβ∇γXα) +∇γ(Xγ∇αXβ)

)

= cn(∇γXα∇βXγ

︸ ︷︷ ︸
=:(∗)

+Xα∇γ∇βXγ

︸ ︷︷ ︸
=RσγβγXσ

+ ∇γXβ∇γXα

︸ ︷︷ ︸
=−∇γXα∇βXγ , cancels out (∗)

+Xβ ∇γ∇γXα

︸ ︷︷ ︸
=RσγγαXσ

+∇γXγ

︸ ︷︷ ︸
=0

∇αXβ + Xγ∇γ∇αXβ

︸ ︷︷ ︸
=XγRσγαβXσ=0

)

= 2cnX
[αRβ]σX

σ . (1.3.38)

Comparing with (1.3.37), we find

X[α∇β]κ |N = − 1

2cn
ǫαβ

γδ1...δn−2∇γωδ1...δn−2 , (1.3.39)

from which the theorem follows. 2

A vector field X is said to be hypersurface orthogonal, if ω vanishes, compare
(1.3.2). Recall that X is static if it is timelike (at least at large distances) and
hypersurface orthogonal. It thus follows from Theorem 1.3.14 that the surface
gravity is always constant on Killing horizons associated with static Killing
vectors, regardless of field equations.

It is known that the twist-form vanishes for stationary and axisymmetric
electro-vacuum spacetimes [177, 230]; we again infer that κ is constant for such
spacetimes; of course this follows also from Theorem 1.3.13.
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PSfrag replacements

N0(X)

S

S ∩U

S

Figure 1.3.2: A spacelike hypersurface S intersecting a Killing horizon N0(X)
in a compact cross-section S.

1.3.4 The orbit-space geometry near Killing horizons

Consider a spacetime (M ,g) with a Killing vector field X. On any set U on
which X is timelike we can introduce coordinates in which X = ∂t, and the
metric may be written as

g = −V 2(dt + θidx
i)2 + gijdx

idxj , ∂tV = ∂tθi = ∂tgij = 0 . (1.3.40)

where g = gijdx
idxj has Riemannian signature. The metric g is often referred

to as the orbit-space metric.

Let S be a spacelike hypersurface in M ; then (1.3.40) defines a Riemannian
metric g on S ∩ U . Assume that X is timelike on a one-sided neighborhood
U of a Killing horizon N0(X), and suppose that S ∩ U has a boundary
component S which forms a compact cross-section of N0(X), see Figure 1.3.2.
The vanishing, or not, of the surface gravity has a deep impact on the geometry
of g near N0(X) [64]:

1. Every differentiable such S, included in a C2 degenerate Killing horizon
N0(X), corresponds to a complete asymptotic end of (S ∩ U , g). See
Figure 1.3.3.8

This remains valid for stationary and axi-symmetric four-dimensional con-
figurations without the hypothesis that X is timelike near the horizon [86].

2. Every such S included in a smooth Killing horizon N0(X) on which

κ > 0 ,

corresponds to a totally geodesic boundary of (S ∩ U , g), with g being
smooth up–to–boundary at S. Moreover

(a) a doubling of (S ∩ U , g) across S leads to a smooth metric on the
doubled manifold,

8We are grateful to C. Williams for providing the figure.
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(κ = 0)(κ = 0)
totally geodesic boundary
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Figure 1.3.3: The general features of the geometry of the orbit-space metric
on a spacelike hypersurface intersecting a non-degenerate (left) and degenerate
(right) Killing horizon, near the intersection, visualized by a co-dimension one
embedding in Euclidean space.

(b) with
√
−g(X,X) extending smoothly to −

√
−g(X,X) across S.

In the Majumdar-Papapetrou solutions of Section 1.7, the orbit-space metric
g as in (1.3.40) asymptotes to the usual metric on a round cylinder as the event
horizon is approached. One is therefore tempted to think of degenerate event
horizons as corresponding to asymptotically cylindrical ends of (S , g).

1.3.5 Near-horizon geometry

A key feature of black-hole geometries is the existence of event horizons, which
are null hypersurfaces. By standard causality theory, any null achronal hyper-
surfaces H is the union of Lipschitz topological hypersurfaces. Furthermore
(cf. Appendix A.23, p. 316), through every point p ∈H there is a future inex-
tendible null geodesic entirely contained in H (though it may leave H when
followed to the past of p). Such geodesics are called generators.

A useful tool to study geometry near smooth null hypersurfaces, is provided
by the null Gaussian coordinates of Isenberg and Moncrief [210]. (It should be
kept in mind that there exist null hypersurfaces which are not smooth, in fact
examples exist with horizons which are nowhere C1 [55].)

Proposition 1.3.15 ([210]) Near a smooth null hypersurface H one can in-
troduce Gaussian null coordinates, in which the spacetime metric g takes the
form

g = xϕdv2 + 2dvdx + 2xhadx
adv + habdx

adxb , (1.3.41)

with H given by the equation {x = 0}.

Proof: Let S ⊂H be any (n− 1)–dimensional submanifold of H , transverse
to the null generators of H . Let xa be any local coordinate system on S, and
let ℓ|S be any field of null vectors, defined on S, tangent to the generators of
H . Solving the equation ∇ℓℓ = 0, with initial values ℓ|S on S, one obtains a
null vector field ℓ defined on a H –neighborhood V ⊂ H of S, tangent to the
generators of H . One can extend xa to V by solving the equation ℓ(xa) = 0.
The function v|H is defined by solving the equation ℓ(v) = 1 with initial value
v|S = 0. Passing to a subset of V if necessary, this defines a global coordinate
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system (v, xa) on V . By construction we have ℓ = ∂v on V , in particular gvv = 0
on V . Further, ℓ is normal to H because H is a null surface, which implies
gva = 0 on V .

Let, next, ℓ̄|V be a field of null vectors on V defined uniquely by the con-
ditions

g(ℓ̄|V , ℓ) = 1 , g(ℓ̄|V , ∂A) = 0 . (1.3.42)

The first equation implies that ℓ̄|V is everywhere transverse to V . Then we
define ℓ̄ in a spacetime neighborhood U ⊂ M of V by solving the geodesic
equation ∇ℓ̄ℓ̄ = 0 with initial value ℓ̄|V at V . The coordinates (v, xa) are
extended to U by solving the equations ℓ̄(v) = ℓ̄(xa) = 0, and the coordinate
x is defined by solving the equation ℓ̄(x) = 1, with initial value x = 0 at V .
Passing to a subset of U if necessary, this defines a global coordinate system
(v, x, xa) on U .

By construction we have

ℓ̄ = ∂x , (1.3.43)

hence ∂x is a null, geodesic, vector field on U . In particular

gxx ≡ g(∂x, ∂x) = 0 .

Let (zA) = (x, xa), and note that

ℓ̄
(
g(ℓ̄, ∂A)

)
= g(ℓ̄,∇ℓ̄∂A) = g(ℓ̄,∇∂x∂A) = g(ℓ̄,∇∂A∂x)

= g(ℓ̄,∇∂A ℓ̄) =
1

2
∂A

(
g(ℓ̄, ℓ̄)

)
= 0 .

This shows that the components gxA of the metric are x–independent. On S
we have gxv = 1 and gxa = 0 by (1.3.42), which finishes the proof. 2

Incidentally: Example 1.3.17 An example of the coordinate system above is
obtained by taking H to be the light-cone of the origin in (n + 1)–dimensional
Minkowski spacetime, with x = r − t, y = (t + r)/2, then the Minkowski metric η
takes the form

η = −dt2 + dr2 + r2dΩ2 = 2dx dy +
(x+ 2y)2

4
dΩ2 .

2

Example 1.3.18 The Eddington-Finkelstein coordinates, which bring the Schwarzschild
metric to the form (1.2.10),

g = −
(

1− 2m

r

)
dv2 + 2dv dr + r2dΩ2 . (1.3.44)

provide an example of null Gauss coordinates around the null hypersurface {r =
2m}.

Quite generally, metrics of the form

g = −F (r)dt2 + dr2

F (r) + hABdx
AdxB︸ ︷︷ ︸

=:h

, (1.3.45)
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where F vanishes at r = r0, can be extended across the null-hypersurface {r = r0}
by introducing a new coordinate

v = t+ f(r) , where f ′ =
1

F
. (1.3.46)

This leads to

g = −Fdv2 + 2dv dr + h , (1.3.47)

which is directly in the null-Gaussian-form (1.3.41). 2

Average surface gravity

A topological submanifold S of a null achronal hypersurface H will be called
a local section, or simply section, if S meets the generators of H transversally;
it will be called a cross-section if it meets all the generators precisely once.

Let S be any smooth compact cross-section of H , the average surface gravity
〈κ〉S is defined as

〈κ〉S = − 1

2|S|

∫

S
ϕdµh , (1.3.48)

where ϕ is as in (1.3.41), dµh is the measure induced by the metric h on S, and
|S| is the volume of S.

We emphasise that while the notion of surface gravity was defined for Killing
horizons, that of average surface gravity is defined for any sufficiently differen-
tiable null hypersurface with compact cross-sections. Note that the requirement
of compactness is crucial to guarantee finiteness of the defining integral.

Suppose, however, that X := ∂v is a Killing vector, and that H is an
associated Killing horizon. Then ϕ is directly related to the surface gravity of
H : Indeed, from (1.3.41) we have

g(X,X) ≡ gvv = xϕ , d(g(X,X))|x=0 = ϕdx , ∇(g(X,X))|x=0 = ϕ∂v ,

and the definition (1.3.11), p. 40, of surface gravity κ gives

κ = −1

2
ϕ .

So if κ is constant on H which, as discussed in Section 1.3.3. holds in many
situations of interest, we obtain

〈κ〉S = κ .

The near-horizon geometry equations

When H is a degenerate Killing horizon, the surface gravity vanishes by defi-
nition. This implies that the function ϕ can itself be written as xA, for some
smooth function A. The vacuum Einstein equations imply (see [210, eq. (2.9)]
in dimension four and [187, eq. (5.9)] in higher dimensions)

R̊ab =
1

2
h̊åhb − D̊(ah̊b) (1.3.49)
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where, using the notation of (1.3.41), R̊ab is the Ricci tensor of h̊ab := hab|x=0,
and D̊ is the covariant derivative thereof, while h̊a := ha|x=0. The Einstein
equations also determine Å := A|x=0 uniquely in terms of h̊a and h̊ab:

Å =
1

2
h̊ab
(
h̊ah̊b − D̊ah̊b

)
(1.3.50)

(this equation follows again e.g. from [210, eq. (2.9)] in dimension four, and
can be checked by a calculation in all higher dimensions).

The triple (S, h̊ab, h̊a) is called the near-horizon geometry. In view of the
Taylor expansions

ha = h̊a +O(x) , hab = h̊ab +O(x) ,

the pair (̊hab, h̊a) together with (1.3.50) describes the leading-order behaviour
of the metric near {x = 0}, which justifies the name.

Suppose that g satisfies the vacuum Einstein equations, possibly with a
cosmological constant. If ∂v is a Killing vector (equivalently, ∂vA = 0 = ∂vha =
∂vhab), then the near-horizon metric

g̊ = x2Ådv2 + 2dvdx + 2x̊hadx
adv + h̊abdx

adxb (1.3.51)

is also a solution of the vacuum Einstein equations. To see this, let ǫ > 0 and
in the metric (1.3.41) replace the coordinates (v, x) by (ǫ−1v, ǫx);

gǫ := g|(v,x)→(ǫ−1v,ǫx)

= ǫ2x2A(ǫx, xa)d(ǫ−1v)2 + 2d(ǫ−1v)d(ǫx) + 2ǫxha(ǫx, x
a)dxad(ǫ−1v)

+hab(ǫx, x
a)dxadxb

= x2A(ǫx, xa)dv2 + 2dvdx + 2xha(ǫx, x
a)dxadv + hab(ǫx, x

a)dxadxb

→ǫ→0 g̊ . (1.3.52)

Now, for every ǫ > 0 the metric gǫ is in fact g written in a different coordinate
system. Hence the before-last line of (1.3.52) provides a family gǫ of solutions of
the vacuum Einstein equations depending smoothly on a parameter ǫ. Passing
to the limit ǫ→ 0, the conclusion readily follows.

The classification of near-horizon geometries turns out to be a key step
towards a classification of degenerate black holes. We have9 the following partial
results, where either staticity is assumed without restriction on dimensions, or
axial-symmetry is required in spacetime dimension four [187]:

Theorem 1.3.19 ( [90]) Let the spacetime dimension be n + 1, n ≥ 3, suppose
that a degenerate Killing horizon N has a compact cross-section, and that
h̊a = ∂aλ for some function λ (which is necessarily the case in vacuum static
spacetimes). Then (1.3.49) implies h̊a ≡ 0, so that h̊ab is Ricci-flat.

Theorem 1.3.20 ( [187]) In spacetime dimension four and in vacuum, suppose
that a degenerate Killing horizon N has a spherical cross-section, and that
(M , g) admits a second Killing vector field with periodic orbits. For every con-
nected component N0 of N there exists an embedding of N0 into a Kerr space-
time which preserves h̊a, h̊ab and Å.

9Some partial results with a non-zero cosmological constant have also been proved in [90].
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In the four-dimensional static case, Theorem 1.3.19 enforces toroidal topol-
ogy of cross-sections of N , with a flat h̊ab. This, together with the sphericity
theorem [96], shows non-existence of static, degenerate, asymptotically flat,
suitably regular vacuum black holes.

On the other hand, in the four-dimensional axi-symmetric case, Theorem 1.3.20
guarantees that the geometry tends to a Kerr one, up to second order errors,
when the horizon is approached. This is one of the key ingredients of the proof
of the uniqueness theorem for axi-symmetric, degenerate, connected, vacuum,
asymptotically flat, suitably regular black holes [86].

It would be of significant interest to obtain more information about solutions
of (1.3.49), in all dimensions, without any restrictive conditions. For instance,
it is expected that the hypothesis of the existence of a second vector field is not
necessary for Theorem 1.3.20, and it would of interest to prove, or disprove,
this.

Incidentally: A partial result towards the existence of a second Killing vector has
been obtained in [93], where small perturbations of the Kerr near-horizon geometry
are studied. For such perturbations the problem can be reduced to a study of the
linearised equations. Using a formalism introduced by Jezierski and Kaminski [165]
and spherical harmonic decompositions one reduces the problem to the proof that
each of the spherical harmonic modes has no kernel. This is done there analytically
except for the seven lowest modes, for which numerical evidence is provided. A key
step of the analysis, established in [93] without any smallness assumptions, is the

proof that h̊ always has precisely two zeros of index one.

Some further results concerning the problem can be found in [165, 222].
As just seen, in the degenerate case the vacuum equations impose strong

restrictions on the near-horizon geometry. It turns out that no such restrictions
exist for non-degenerate horizons, at least in the analytic setting: Indeed, for
any triple (N, h̊a, h̊ab), where N is a two-dimensional analytic manifold (com-
pact or not), h̊a is an analytic one-form on N , and h̊ab is an analytic Riemannian
metric on N , there exists a vacuum spacetime (M , g) with a bifurcate (and thus
non-degenerate) Killing horizon, so that the metric g takes the form (1.3.41)
near each Killing horizon branching out of the bifurcation surface S ≈ N , with
h̊ab = hab|r=0 and h̊a = ha|r=0; in fact h̊ab is the metric induced by g on S.
When N is the two-dimensional torus T

2 this can be inferred from [209] as fol-
lows: using [209, Theorem (2)] with (φ, βa, gab)|t=0 = (0, 2̊ha, h̊ab) one obtains a
vacuum spacetime (M ′ = S1×T

2× (−ǫ, ǫ), g′) with a compact Cauchy horizon
S1 × T

2 and Killing vector X tangent to the S1 factor of M ′. One can then
pass to a covering space where S1 is replaced by R, and use a construction of
Rácz and Wald (cf. Theorem 1.7.3 below) to obtain the desired M containing
the bifurcate horizon.

This argument generalises to any analytic (N, h̊a, h̊ab) without difficulties.

1.3.6 Asymptotically flat stationary metrics

There exists several ways of defining asymptotic flatness, all of them roughly
equivalent in vacuum. We will adapt a Cauchy data point of view, as it ap-
pears to be the least restrictive. •1.3.1 So, a spacetime (M ,g) will be said to•1.3.1:
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possess an asymptotically flat end if M contains a spacelike hypersurface Sext

diffeomorphic to R
n \B(R), where B(R) is a coordinate ball of radius R, with

the following properties: there exists a constant α > 0 such that, in local coor-
dinates on Sext obtained from R

n \B(R), the metric g induced by g on Sext,
and the extrinsic curvature tensor K of Sext, satisfy the fall-off conditions, for
some k > 1,

gij − δij = Ok(r
−α) , Kij = Ok−1(r−1−α) , (1.3.53)

where we write f = Ok(r
α) if f satisfies

∂k1 . . . ∂kℓf = O(rα−ℓ) , 0 ≤ ℓ ≤ k . (1.3.54)

For simplicity we assume that the spacetime is vacuum, though similar results
hold in general under appropriate conditions on matter fields, see [19, 82] and
references therein. Along any spacelike hypersurface S , a Killing vector field
X of (M ,g) can be decomposed as

X = Nn+ Y ,

where Y is tangent to S , and n is the unit future-directed normal to Sext. The
fields N and Y are called “Killing initial data”, or KID for short. The vacuum
field equations, together with the Killing equations imply the following set of
equations on S :

DiYj +DjYi = 2NKij , (1.3.55)

Rij(g) +Kk
kKij − 2KikK

k
j −N−1(LYKij +DiDjN) = 0 , (1.3.56)

where Rij(g) is the Ricci tensor of g. Equations (1.3.55)-(1.3.56) will be referred
to as the vacuum KID equations.

Under the boundary conditions (1.3.53), an analysis of these equations pro-
vides detailed information about the asymptotic behavior of (N,Y ). In par-
ticular one can prove that if the asymptotic region Sext is part of initial data
set (S , g,K) satisfying the requirements of the positive energy theorem, and
if X is timelike along Sext, then (N,Y i) →r→∞ (A0, Ai), where the Aµ’s are
constants satisfying (A0)2 >

∑
i(A

i)2 [17, 82]. One can then choose adapted
coordinates so that the metric can be, locally, written as

g = −V 2(dt + θidx
i

︸ ︷︷ ︸
=θ

)2 + gijdx
idxj︸ ︷︷ ︸

=g

, (1.3.57)

with

∂tV = ∂tθ = ∂tg = 0 (1.3.58)

gij − δij = Ok(r
−α) , θi = Ok(r

−α) , V − 1 = Ok(r−α) . (1.3.59)

As discussed in more detail in [20], in g-harmonic coordinates, and in e.g.
a maximal time-slicing, the vacuum equations for g form a quasi-linear elliptic
system with diagonal principal part, with principal symbol identical to that
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of the scalar Laplace operator. Methods known in principle show that, in
this “gauge”, all metric functions have a full asymptotic expansion in terms of
powers of ln r and inverse powers of r. In the new coordinates we can in fact
take

α = n− 2 . (1.3.60)

By inspection of the equations one can further infer that the leading order
corrections in the metric can be written in the Schwarzschild form (1.2.50).

Solutions without ln r terms are of special interest, because the associated
spacetimes have smooth conformal completion at infinity. In even spacetime di-
mension initial data sets containing such asymptotic regions, when close enough
to Minkowskian data, lead to asymptotically simple spacetimes [9, 52, 120]. It
has been shown by Beig and Simon that logarithmic terms can always be gotten
rid of by a change of coordinates in space dimension three when the mass is
non-zero [21, 256]. This has been generalised in [20] to all stationary metrics in
even space-dimension n ≥ 6, and to static metrics with non-vanishing mass in
n = 5.

1.3.7 Domains of outer communications, event horizons

A key notion in the theory of stationary asymptotically flat black holes is that of
the domain of outer communications, defined as follows: For t ∈ R let φt[X] :
M → M denote the one-parameter group of diffeomorphisms generated by
a Killing vector field X; we will write φt for φt[X] whenever ambiguities are
unlikely to occur. Let Sext be as in Section 1.3.6. The exterior region Mext

and the domain of outer communications 〈〈M 〉〉 are then defined as10

Mext := ∪tφt(Sext) , 〈〈M 〉〉 = I+(Mext) ∩ I−(Mext) . (1.3.61)

The black hole region B and the black hole event horizon H + are defined as

B = M \ I−(Mext) , H
+ = ∂B .

The white hole region W and the white hole event horizon H − are defined as
above after changing time orientation:

W = M \ I+(Mext) , H
− = ∂W .

It follows that the boundaries of 〈〈M 〉〉 are included in the event horizons. We
set

E
± = ∂〈〈M 〉〉 ∩ I±(Mext) , E = E

+ ∪ E
− . (1.3.62)

There is considerable freedom in choosing the asymptotic region Sext. How-
ever, it is not too difficult to show that I±(Mext), and hence 〈〈M 〉〉, H ± and
E ±, are independent of the choice of Sext as long as the associated Mext’s
overlap.

10Recall that I−(Ω), respectively J−(Ω), is the set covered by past-directed timelike, re-
spectively causal, curves originating from Ω, while İ− denotes the boundary of I−, etc. The
sets I+, etc., are defined as I−, etc., after changing time-orientation.
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Our definitions of domain of outer communications, black hole region, etc.,
have been tailored to asymptotically flat stationary spacetimes. The definitions
carry over verbatim to spacetimes with different asymptotics when a preferred
region Mext is present, as e.g. for asymptotically anti-de Sitter spacetimes. As
such, an approach based on conformal completions, and presented in Section 5.1,
p. 201, is often used in the literature. It is applicable to more general spacetimes,
as it does not require stationarity. In the stationary case the definitions just
given are equivalent to the “conformal ones” in all standard examples, and avoid
the various and irrelevant problems introduced by the conformal completions
and discussed in Section 5.1.

In many examples presented in this work, Killing horizons coincide with
event horizons and, in fact, there exist general statements to this effect in the
literature.

1.4 Extensions

Before continuing our studies of various aspects of black-hole spacetimes, it
is convenient to discuss systematically the notion of extensions of Lorentzian
manifolds, and of their properties. Our presentation follows closely that of [71].

Let k ∈ R ∪ {∞} ∪ {ω}. The (n+ 1)–dimensional spacetime (M̃ , g̃) is said
to be a Ck–extension of an (n+1)–dimensional spacetime (M , g) if there exists
a Ck–immersion ψ : M → M̃ such that ψ∗g̃ = g, and such that ψ(M ) 6= M̃ .
A spacetime (M , g) is said to be Ck-maximal, or Ck-inextendible, if no Ck–
extensions of (M , g) exist.

1.4.1 Distinct extensions

We start by noting that maximal analytic extensions of manifolds are not
unique. The simplest examples have already been discussed in Remark 1.2.9:
remove a subset Ω from a maximally extended manifold M so that M \ Ω is
not simply connected, and pass to the universal cover; extend maximally the
spacetime so obtained, if further needed. This provides many distinct maximal
extensions. One is tempted to believe that such constructions can be used to
classify all maximal analytic extensions, but this remains to be seen.

One can likewise ask the question, whether uniqueness holds in the class of
globally hyperbolic extensions. The following variation of the last construction
gives a negative answer, when “inextendible” is meant as “inextendible within
the class of globally hyperbolic manifolds”: Let (M , g) be a simply connected,
analytic, globally hyperbolic spacetime and let (M̂ , ĝ) be an inextendible, sim-
ply connected, analytic, globally hyperbolic extension of (M , g). Let S be a
Cauchy surface in M̂ , and remove from S \M a closed subset Ω so that S \Ω
is not simply connected. Let S̃ be a maximal analytic extension of the univer-
sal covering space of S \ Ω, with the obvious Cauchy data inherited from S ,
and let (M̃ , g̃) be the maximal globally hyperbolic development thereof. Then
(M̃ , g̃) is a globally hyperbolic analytic extension of (M , g) which is maximal
in the class of globally hyperbolic manifolds, and distinct from (M̂ , ĝ).
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The examples just discussed exhibit the following undesirable feature: exis-
tence of maximally extended geodesics of affine length near which the spacetime
is locally extendible in the sense of [238]. This local extendibility pathology can
be avoided by exploiting certain symmetries of the extensions, as follows:

Consider any spacetime (M̂ , ĝ), and let M be a proper open subset of
M̂ with the metric g obtained by restriction. Thus (M̂ , ĝ) is an extension of
(M , g). Suppose that there exists a non-trivial isometry Ψ of (M̂ , ĝ) satisfying:
a) Ψ has no fixed points; b) Ψ(M ) ∩M = ∅; and c) Ψ2 is the identity map.
Then, by a) and c), M̂ /Ψ equipped with the obvious metric (still denoted by
g) is a Lorentzian manifold. Furthermore, by b), M embeds diffeomorphically
into M̂ /Ψ in the obvious way, and therefore M̂ /Ψ also is an extension of M ,
distinct from (M̂ , ĝ).

It follows from the results in [220] that (M̂ /Ψ, g) is analytic if (M , g) was
(compare [62, Appendix A]).

Keeping in mind that a spacetime must be time-oriented by definition, M̂ /Ψ
will be a spacetime if and only if Ψ preserves time-orientation. If M̂ is simply
connected, then π1(M̂ /Ψ) = Z2.

Example 1.4.1 As a definite example of this construction, denote by (M̂ , ĝ)
the Kruskal-Szekeres extension of the Schwarzschild spacetime (M , g); by the
latter we mean a connected component of the set {r > 2m} within M̂ . Let
(T,X) be the global coordinates on M̂ as defined in (1.2.28). Let Ψ̊ : S2 → S2

be the antipodal map. For p ∈ S2 consider the four isometries Ψ±± of the
Kruskal-Szekeres spacetime defined as

Ψ±±(T,X, p) = (± T,±X, Ψ̊(p)) .

Set M±± := M̂ /Ψ±±. Since Ψ++ is the identity, M++ = M̂ is the Kruskal-
Szekeres manifold, so nothing of interest here. Next, both manifolds M−± are
smooth maximal analytic Lorentzian extensions of (M , g), but are not space-
times because the maps Ψ−± do not preserve time-orientation. However, M+−
provides a maximal globally hyperbolic analytic extension of the Schwarzschild
manifold distinct from M̂ . This is the “RP3 geon” discussed in [118]. 2

1.4.2 Inextendibility

A scalar invariant is a function which can be calculated using the geometric
objects at hand and which is invariant under coordinate transformations.

For instance, a function αg which can be calculated in local coordinates
from the metric g and its derivatives will be a scalar invariant if, for any local
diffeomorphism ψ we have

αg(p) = αψ∗g(ψ
−1(p)) . (1.4.1)

In the case of the scalar invariant g(X,X) calculated using a metric g and
a Killing vector X, the invariance property (1.4.1) is replaced by

αg,X(p) = αψ∗g,(ψ−1)∗X(ψ−1(p)) . (1.4.2)
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A scalar invariant f on (M , g) will be called a Ck–compatibility scalar if f
satisfies the following property: For every Ck–extension (M̃ , g̃) of (M , g) and
for any bounded timelike geodesic segment γ in M such that ψ(γ) accumulates
at the boundary ∂(ψ(M )) (where ψ is the immersion map ψ : M → M̃ ), the
function f is bounded along γ.

Any constant function is a compatibility scalar in this terminology, albeit
not very useful in practice. An example of a useful C2–compatibility scalar is
the Kretschmann scalar RαβγδR

αβγδ. Another example is provided by the norm
g(X,X) of a Killing vector X of g:11

Theorem 1.4.2 Let X be a Killing vector field on (M , g) and suppose that
there exists a curve γ on which g(X,X) is unbounded. Then there exists no
extension (M̂ , ĝ) of (M , g), with a C2 metric ĝ, in which the curve γ acquires
an end point.

Proof: Suppose that γ, when viewed as a curve in M̂ , acquires an end point
p ∈ M̂ . The linear system of equations (A.21.11), p. 309 below, satisfied by the
Killing vector and its derivatives along γ, shows that X◦γ extends by continuity
to p. This implies that g(X,X) remains bounded along γ, contradicting our
hypothesis. 2

The next inextendibility criterion from [71] is often useful:

Proposition 1.4.3 Suppose that every timelike geodesic γ in (M , g) is either
complete, or some Ck–compatibility scalar is unbounded on γ. Then (M , g) is
Ck-inextendible.

Proof: Suppose that there exists a Ck–extension (M̃ , g̃) of (M , g), with im-
mersion ψ : M → M̃ . We identify M with its image ψ(M ) in M̃ .

Let p ∈ ∂M and let O be a globally hyperbolic neighborhood of p. Let
qn ∈M be a sequence of points approaching p, thus qn ∈ O for n large enough.
Suppose, first, that there exists n such that qn ∈ I+(p) ∪ I−(p). By global
hyperbolicity of O there exists a timelike geodesic segment γ from qn to p.
Then the part of γ which lies within M is inextendible and has finite affine
length. Furthermore every Ck–compatibility scalar is bounded on γ. But there
are no such geodesics through qn by hypothesis. We conclude that

(I+(p) ∪ I−(p)) ∩M = ∅ . (1.4.3)

Let q ∈ (I+(p) ∪ I−(p)) ∩O, thus q 6∈M by (1.4.3). Since I+(q) ∪ I−(q) is
open, and p ∈ I+(q) ∪ I−(q), we have qn ∈ I+(q) ∪ I−(q) for all n sufficiently
large, say n ≥ n0. Let γ be a timelike geodesic segment from qn0 to q. Since q
is not in M , the part of γ that lies within M is inextendible within M and has
finite affine length, with all Ck–compatibility scalars bounded. This is again
incompatible with our hypotheses, and the result is established. 2

11This inextendibility criterion has been introduced in [23] (see the second part of Proposi-
tion 5, p. 139 there).
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1.4.3 Uniqueness of a class of extensions

In this section we address the question of uniqueness of analytic extensions.
We start with some terminology. A maximally extended geodesic ray γ :

[0, s+) → M will be called s–complete if s+ = ∞ unless there exists some
polynomial scalar invariant α such that

lim sup
s→s+

|α(γ(s))| =∞ .

A similar definition applies to maximally extended geodesics γ : (s−, s+)→M ,
with some polynomial scalar invariant (not necessarily the same) unbounded
in the incomplete direction, if any. Here, by a polynomial scalar invariant we
mean a scalar function which is a polynomial in the metric, its inverse, the
Riemann tensor and its derivatives. It should be clear how to include in this
notion some other objects of interest, such as the norm g(X,X) of a Killing
vector X, or of a Yano-Killing tensor, etc. But care should be taken not to take
scalars such as ln(RijklR

ijkl) which could blow up even though the geometry
remains regular; this is why we restrict attention to polynomials.

A Lorentzian manifold (M , g) will be said to be s–complete if every maxi-
mally extended geodesic is s–complete. The notions of timelike s–completeness,
or causal s–completeness are defined similarly, by specifying the causal type of
the geodesics in the definition above.

We have the following version of [172, Theorem 6.3, p. 255] (compare also the
Remark on p. 256 there), where geodesic completeness is weakened to timelike
s–completeness:

Theorem 1.4.4 Let (M , g), (M ′, g′) be analytic Lorentzian manifolds of di-
mension n + 1, n ≥ 1, with M connected and simply connected, and M ′

timelike s–complete. Then every isometric immersion fU : U ⊂ M →֒ M ′,
where U is an open subset of M , extends uniquely to an isometric immersion
f : M →֒M ′.

We start by noting two preliminary lemmas, which are proved as in [172]
by replacing “affine mappings” there by “isometric immersions”:

Lemma 1.4.5 ( [172, Lemma 1, p. 252]) Let M , M ′ be analytic manifolds, with
M connected. Let f , g be analytic mappings M →M ′. If f and g coincide on
a nonempty open subset of M , then they coincide everywhere. 2

Lemma 1.4.6 ( [172, Lemma 4, p. 254]) Let (M , g) and (M ′, g′) be pseudo-
Riemannian manifolds of same dimension, with M connected, and let f and g
be isometric immersions of M into M ′. If there exists some point x ∈M such
that f(x) = g(x) and f∗(X) = g∗(X) for every vector X of TxM , then f = g
on M . 2

Before passing to the proof Theorem 1.4.4, we note a simple Corollary:

Corollary 1.4.7 Let (M , g), (M ′, g′) be two connected, simply connected, s-
complete analytic Lorentzian extensions of (U, g̊). Then there exists an isomet-
ric diffeomorphism f : M →M ′.
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Proof of Corollary 1.4.7: Viewing U as a subset of M , Theorem 1.4.4
provides an isometric immersion f : M →֒M ′ such that f |U = idU . Viewing U
as a subset of M ′, Theorem 1.4.4 provides an isometric immersion f ′ : M ′ →֒
M such that f |U = id. Then f ◦ f ′ is an isometry of (M ′, g′) satisfying (f ◦
f ′)|U = idU , hence f ◦ f ′ = idM ′ by Lemma 1.4.6. Similarly f ′ ◦ f = idM , as
desired. 2

We can turn our attention now to the proof of Theorem 1.4.4:

Proof of Theorem 1.4.4: Similarly to the proof of Theorem 6.1 in [172], we
define an analytic continuation of fU along a continuous path c : [0, 1]→M to
be a set of mappings fs, 0 ≤ s ≤ 1, together with a family of open subsets Us,
0 ≤ s ≤ 1, satisfying the properties:

• f0 = fU on U0 = U ;

• for every s ∈ [0, 1], Us is a neighborhood of the point c(s) of the path c,
and fs is an isometric immersion fs : Us ⊂M →֒M ′;

• for every s ∈ [0, 1], there exists a number δs > 0 such that for all s′ ∈ [0, 1],
(|s′ − s| < δs) ⇒ (c(s′) ∈ Us and fs′ = fs in a neighborhood of c(s′)).

We need to prove that, under the hypothesis of s–completeness, such an analytic
continuation does exist along any curve c. The argument is simplest for timelike
curves, so let us first assume that c is timelike. To do so, we consider the set:

A := {s ∈ [0, 1] | an analytic continuation exists along c on [0, s]} (1.4.4)

A is nonempty, as it contains a neighborhood of 0. Hence s̄ := supA exists and
is positive. We need to show that in fact, s̄ = 1 and can be reached. Assume
that this is not the case. Let W be a normal convex neighborhood of c(s̄) such
that every point x in W has a normal neighborhood containing W . (Such a W
exists from Theorem 8.7, chapter III of [172].) We can choose s1 < s̄ such that
c(s1) ∈W , and we let V be a normal neighborhood of c(s1) containing W . Since
s1 ∈ A, fs1 is well defined, and is an isometric immersion of a neighborhood
of c(s1) into M ′; we will extend it to V ∩ I±(c(s1)). To do so, we know that
exp : V ∗ → V is a diffeomorphism, where V ∗ is a neighborhood of 0 in Tc(s1)M ,
hence, in particular, for y ∈ V ∩ I±(c(s1)), there exists a unique X ∈ V ∗ such
that y = expX. Define X ′ := fs1∗X. Then X ′ is a vector tangent to M ′ at the
point fs1(c(s1)). Since y is in the timelike cone of c(s̄), X is timelike, and so is
X ′, as fs1 is isometric. We now need to prove the following:

Lemma 1.4.8 The geodesic s 7→ exp(sX ′) of M ′ is well defined for 0 ≤ s ≤ 1.

Proof: Let

s∗ := sup{s ∈ [0, 1] | exp(s′X ′) exists ∀s′ ∈ [0, s]}. (1.4.5)

First, such a s∗ exists, is positive, and we notice that if s∗ < 1, then it is
not reached. We wish to show that s∗ = 1 and is reached. Hence, it suffices
to show that “s∗ is not reached” leads to a contradiction. Indeed, in such a
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case the timelike geodesic s 7→ exp(sX ′) ends at finite affine parameter, thus,
there exists a scalar invariant ϕ such that ϕ(exp(sX ′)) is unbounded as s→ s∗.
Now, for all s < s∗, we can define h(exp(sX)) := exp(sX ′), and this gives an
extension h of fs1 which is analytic (since it commutes with the exponential
maps, which are analytic). By Lemma 1.4.6, h is in fact an isometric immersion.
By definition of scalar invariants we have

ϕ(exp(sX ′)) = ϕ̃(exp(sX)) ,

where ϕ̃ is the invariant in (M , g) corresponding to ϕ. But this is not possible
since ϕ̃(exp(sX)) has a finite limit when s → s∗, and provides the desired
contradiction. 2

From the last lemma we deduce that there exists a unique element, say h(y),
in a normal neighborhood of fs1(c(s1)) in M ′ such that h(y) = exp(X ′). Hence,
we have extended fs1 to a map h defined on V ∩ I±(c(s1)). In fact, h is also an
isometric immersion, by the same argument as above, since it commutes with
the exponential maps of M and M ′. Then, since the curve c is timelike, this
is sufficient to conclude that we can do the analytic continuation beyond c(s̄),
since V ∩ I±(c(s1)) is an open set, and thus contains a segment of the geodesic
c(s), for s in a neighborhood of s̄.

Let us consider now a general, not necessarily timelike, continuous curve
c(s), 0 ≤ s ≤ 1, with c(0) ∈ U . As before, we consider the set:

{s ∈ [0, 1] | there exists an analytic continuation of fU along c(s′), 0 ≤ s′ ≤ s},
(1.4.6)

and its supremum s̃. Assume that s̃ is not reached. Let again W be a normal
neighborhood of c(s̃) such that every point of W contains a normal neighbor-
hood which contains W . Then, let z be an element of the set I+(c(s̃)) ∩W .
I−(z) ∩W is therefore an open set in W containing c(s̃). Hence we can choose
s1 < s̃ such that the curve segment c([s1, s̃]) is included in I−(z) ∩ W , see
Figure 1.4.1. In particular, z ∈ I+(c(s1)) ∩W . Since there exists an analytic

PSfrag replacements

W

c(1)

c(s1)
c(s̃)

I+(c(s̃))

I−(z)

z

Figure 1.4.1: The analytic continuation at c(s̃).

continuation up to c(s1), we have an isometric immersion fs1 defined on a neigh-
borhood Us1 of c(s1), which can be assumed to be included in W . Hence, from
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what has been seen previously, fs1 can be extended as an isometric immersion,
ψ1, on Uz := Us1 ∪ (I+(c(s1)) ∩W ), which contains z. We now do the same op-
eration for ψ1 on Uz: we can extend it by analytic continuation to an isometric
immersion ψ2 defined on Uz ∪ (I−(z) ∩W ), which is an open set containing the
entire segment of the curve x between c(s1) and c(s̃). In particular, ψ1 and ψ2

coincide on Uz, i.e. on their common domain of definition; thus we obtain an
analytic continuation of fs1 along the curve c(s), for s1 ≤ s ≤ s̃; this continua-
tion also coincides with the continuation fs, s ∈ [s1, s̃[ . This is in contradiction
with the assumption that s̃ is not reached by any analytic continuation from
fU along x. Hence s̃ = 1 and is reached, that is to say we have proved the
existence of an analytic continuation of fU along all the curve x.

The remaining arguments are as in [172]. 2

1.5 The Reissner-Nordström metrics

The Reissner-Nordström metrics are the unique spherically symmetric solutions
of the Einstein-Maxwell equations with vanishing cosmological constant. They
turn out to be static, asymptotically flat, and describe black hole spacetimes
with interesting global properties for a certain range of parameters. The metric
takes the form

4g = −
(

1− 2m

r
+
Q2

r2

)
dt2 +

dr2

1− 2m

r
+
Q2

r2

+ r2dΩ2 , (1.5.1)

where m is, as usual, the ADM mass of g and Q is the total electric charge.
The electromagnetic potential takes the form

A =
Q

r
dt . (1.5.2)

The equation g(∂t, ∂t) = 0 has solutions r = r± provided that |Q| ≤ m:

r± = m±
√
m2 −Q2 .

These hypersurfaces become Killing horizons, or bifurcate Killing horizons, in
suitable extensions of the Reissner-Nordström metric.

Calculating as in Example 1.3.9, p. 41, one finds that the surface gravities
of the Killing horizons r = r± of the Reissner-Nordström metric equal

κ± = −1

2
∂rgtt|r=r± =

1

2
∂r

(
1− 2m

r
+
Q2

r2

)∣∣∣
r=r±

=
mr± −Q2

r3±

= ±
√
m2 −Q2

r2±
.

For r = r+ this is strictly positive unless |Q| = m; so we see that Reissner-
Nordström black holes are non-degenerate for |Q| < m, and degenerate when
|Q| = m.

The global structure of a class of maximal extensions of non-degenerate
Reissner-Nordström spacetimes is presented in Example 4.3.1, p. 141, while
that of degenerate solutions can be found in Example 4.3.6, p. 147.
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Incidentally: Suppose that the metric (1.5.1) models an electron, for which

me ≈ 9.11× 10−31kg , Qe ≈ −1.60× 10−19C .

Our form of the metric requires units in which G/c2 = 1 and G/(4πǫ0c
4) = 1. Using

1

4πǫ0
≡ ke ≈ 8.99× 109 N ·m2 · C−2

, G ≈ 6.67× 10−11 N ·m2 · kg
−2

we find

me ≈ 6.75× 10−58m× c2

G
, Qe ≈ −1.38× 10−36m×

√
4πǫ0c4

G
,

leading to
|Qe|
me
≈ 2.04× 1021 .

We see that a point electron is then described by a naked singularity.
For a proton we have instead

mp ≈ 1.67× 10−27kg ,

with the charge Qp = −Qe, which gives

Qp
mp
≈ 1.11× 1018 .

The difference is, however, that the proton is not a point particle, so the Reissner-
Nordström metric applies, at best, only outside the charge radius of the proton
rp ≈ 0.85 fm. 2

In dimensions n + 1 ≥ 5 one has [214] the following counterpart of (1.5.1)-
(1.5.2):

n+1g = −
(

1− 2m

rn−2
+

Q2

r2(n−2)

)
dt2 +

dr2

1− 2m

rn−2
+

Q2

r2(n−2)

+ r2dΩ2 , (1.5.3)

A =
Q

rn−2
dr , (1.5.4)

where m is related to the ADM mass, and Q to the total charge.

Incidentally: The RN metrics have the interesting property of being timelike
geodesically complete, but not null geodesically complete. To see that, consider a
timelike geodesic γ parameterised by proper time, thus we have

−1 = −
(

1− 2m

rn−2
+

Q2

r2(n−2)

)
ṫ2 +

ṙ2

1− 2m

rn−2
+

Q2

r2(n−2)

+ r2(θ̇2 + sin2 θϕ̇2) .

Conservation of “energy”, g(γ̇, ∂t) = −E, implies that

(
1− 2m

rn−2
+

Q2

r2(n−2)

)
ṫ = E ,

hence

−1 =
ṙ2 − E2

1− 2m

rn−2
+

Q2

r2(n−2)

+ r2(θ̇2 + sin2 θϕ̇2) . (1.5.5)
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Equivalently,

ṙ2 = E2 −
(

1− 2m

rn−2
+

Q2

r2(n−2)

)(
1 + r2(θ̇2 + sin2 θϕ̇2)

)

︸ ︷︷ ︸
≥1

≤ E2 −
(

1− 2m

rn−2
+

Q2

r2(n−2)

)
. (1.5.6)

As r approaches zero the right-hand side becomes negative, which is not possible. It
follows that timelike geodesics cannot approach r = 0. It is then not too difficult to
prove that maximally extended timelike geodesics are complete in the extensions of
Figures 4.3.1, p. 142 and 4.3.6, p. 148, and timelike geodesic completeness follows.

Obvious modifications of the above calculation similarly show that null geodesics
with non-zero angular momentum, g(γ̇, ∂ϕ) 6= 0, cannot reach the singular boundary
{r = 0} and are complete.

On the other hand, radial null geodesics reach r = 0 in finite affine parameter:
For then we have zero at the left-hand side of (1.5.5), without an angular-momentum
contribution, giving

ṙ = ±E =⇒ r(s) − r0 = ±E(s− s0) .

Hence null radial geodesics reach r = 0 in finite affine time either to the future or
to the past, showing null geodesic incompleteness. 2

1.6 The Kerr metric

The Kerr family of metrics provide a “rotating generalisation” of the Schwarzschild
metric. Its importance stems from the black hole uniqueness theorems, which
establish uniqueness of Kerr black holes under suitable global conditions (cf.,
e.g., [72] and references therein). It should, however, be kept in mind that the
Schwarzchild metric describes not only spherically symmetric black holes, but
also the vacuum exterior region of any spherically symmetric matter configura-
tion. There is no such universality property for stationary axi-symmetric con-
figurations. Indeed, the construction of axisymmetric stationary stellar models
is a rather complicated undertaking, we refer the reader to [202] for more in-
formation about the subject.

As such, the two parameter family of Kerr metrics in Boyer-Lindquist co-
ordinates take the form

g = −dt2 +
2mr

Σ
(dt− a sin2(θ)dϕ)2

+ (r2 + a2) sin2 θdϕ2 +
Σ

∆
dr2 + Σdθ2 . (1.6.1)

Here

Σ = r2 + a2 cos2(θ) , ∆ = r2 + a2 − 2mr = (r − r+)(r − r−) , (1.6.2)

and r+ < r <∞, where

r± = m± (m2 − a2)
1
2 .
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The metric satisfies the vacuum Einstein equations for any values of the
parameters a and m, but we will mainly consider parameters in the range

0 < |a| ≤ m.

The case |a| = m will sometimes require separate consideration, as then ∆
acquires one double root at r = m, instead of two simple ones. When a = 0,
the Kerr metric reduces to the Schwarzschild metric, and therefore does not
need to be discussed any further. The case a < 0 can be reduced to a > 0 by
changing ϕ to −ϕ; this corresponds to a change of the direction of rotation.
There is therefore no loss of generality to assume that a > 0, which will be done
whenever the sign of a matters for the discussion at hand. The Kerr metrics
with |a| > m can be shown to be “nakedly singular” (compare (1.6.5) below),
whence our lack of interest in those solutions.

It is straightforward to check that the metric (1.6.1) reduces to the Schwarzschild
one when a = 0. It turns out that the case m = 0 leads to Minkowski spacetime:
For a = 0 this is obvious; for a 6= 0 the coordinate transformation (cf., e.g., [45,
p. 102])

R2 = r2 + a2 sin2(θ) , R cos(Θ) = r cos(θ) , (1.6.3)

brings g to the Minkowski metric η in spherical coordinates:

η = −dt2 + dR2 +R2
(
dΘ2 + sin2(Θ)dϕ2

)
. (1.6.4)

As m = 0 turns out to be Minkowski, and a = 0 Schwarzschild, it is cus-
tomary to interpret m as a parameter related to mass, and a as a parameter
related to rotation. This can be made precise by calculating the total mass and
angular momentum of the solution using e.g. Hamiltonian methods. One then
finds that m is indeed the total mass, while

J = ma

is the component of the total angular momentum in the direction of the axis of
rotation sin(θ) = 0.

Incidentally: It might be of interest to put some numbers in. Consider, for
instance the sun. As such, there are several ways of calculating the total angular
momentum J⊙ of our nearest stellar neighbour, see [158] for a discussion of the
various estimates and their discrepancies. If we choose the averaged value [158]

J⊙ ≈ 1.92× 1041 kg m2 s−1

for the angular momentum of the sun, and keep in mind the estimate M⊙ ≈
1.99 × 1030kg for the mass of the sun (cf., e.g., http://nssdc.gsfc.nasa.gov/

planetary/factsheet/sunfact.html), we find

a⊙ =
J⊙
M⊙

≈ 0.96× 1010m2s−1 ≈ 322 m× c ,

M⊙G

c2
≈ 1.48 km ,

a⊙
M⊙

≈ 0.22
G

c
.



1.6. THE KERR METRIC 65

Keeping in mind that the units used in (1.6.1) are such that G = c = 1, we see that
|a| < m for the sun, with both values of a and m being of the same order.

If we consider the earth to be a rigidly rotating uniform sphere, the correspond-
ing numbers are

J
♁
≈ 7.10× 1033 kg m2 s−1, M

♁
≈ 5.98× 1024kg, a

♁
≈ 3.96 m× c,

M
♁
G

c2
≈ 0.44 cm ,

a
♁
c

M
♁
G
≈ 890 .

We conclude that if the earth collapsed to a Kerr metric without shedding angular-
momentum, a naked singularity would result. 2

The metric (1.6.1) is not defined at points where Σ vanishes:

Σ = 0 ⇐⇒ r = 0 , cos θ = 0 .

There is a “real singularity on Σ”, in the sense that the metric cannot be
extended across this set in a C2 manner. The standard argument for this in
the literature invokes the Kretschmann scalar (cf., e.g., [181])

RαβγδR
αβγδ =

48m2(r2 − a2 cos2 θ)(Σ2 − 16a2r2 cos2(θ))

Σ6
, (1.6.5)

which is unbounded when the set {Σ = 0} is approached from most directions.

Now, this does not quite settle the issue because RαβγδR
αβγδ = 0 e.g. on all

curves approaching {Σ = 0} with r2 = a2 cos2 θ. Similarly, RαβγδR
αβγδ remains

bounded on curves on which either r2 − a2 cos2(θ) or Σ2 − 16a2r2 cos2(θ) go to
zero sufficiently fast. So, one can imagine that spacetime could nevertheless be
extended along some clever family of curves approaching Σ in a specific way.

This problem is unfortunately not cured by considering the length of the
Killing vector ∂t,

g(∂t, ∂t) = −1 +
2mr

Σ
,

which again tends to infinity as Σ is approached from most directions. This only
implies inextendibility “along most directions” at {Σ = 0} by Theorem 1.4.2,
p. 57.

It turns out that the issue can be resolved by a result of Carter [43, p. 1570]
(compare [225, Proposition 4.5.1]), which we quote here without proof:

Proposition 1.6.2 Causal geodesics accumulating at {Σ = 0} lie entirely in
the equatorial plane {cos θ = 0}. 2

Now, on the equatorial plane we have

g(∂t, ∂t)|cos θ=0 = −1 +
2m

r
,

which is unbounded on any curve approaching {Σ = 0}. We can therefore
invoke Proposition 1.4.3, p. 57, to conclude that, indeed, no extensions are
possible through {Σ = 0}.
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Equation (1.6.3) suggests that the topology of the singular set has something
to do with a ring, though it is not clear how to make a precise statement to
this effect.

The Kerr metric is stationary with the Killing vector field X = ∂t generating
asymptotic time translations, as well as axisymmetric with the Killing vector
field Y = ∂ϕ generating rotations.

The metric components gµν can be read-off from the expanded version of
(1.6.1):

g = −∆− a2 sin2(θ)

Σ
dt2 − 4amr sin2 θ

Σ
dtdϕ+

+
(r2 + a2)2 −∆a2 sin2 θ

Σ
sin2 θdϕ2 +

Σ

∆
dr2 + Σdθ2 . (1.6.6)

Remark 1.6.3 An elegant way of associating global invariants to Killing vectors X
is provided by Komar integrals, which are integrals of the form

∫

r=R,t=T

∇αXβdSαβ , (1.6.7)

where R and T are constants, and dSαβ form a basis of the space of two-forms
defined as

dSαβ =
1

2
ǫαβγδdx

γ ∧ dxδ . (1.6.8)

A key property of (1.6.7) is that in vacuum, and with zero cosmological constant,
the integrals are independent of r and t. This follows from the divergence theorem
together with the identity (compare (A.21.8), p. 308)

∇α∇αXβ = RαβX
β .

In Kerr spacetime it is of interest to calculate (1.6.7) for both Killing vectors
X = ∂t and X = ∂ϕ. In order to do the calculation for both vectors at once let us
denote either ∂t or ∂ϕ by ∂λ, hence Xµ = gµλ. For the calculations we need the
inverse metric, the components of which are

gtt = −1− 4mr
(
a2 + r2

)

(a2 + r(r − 2m)) (cos(2θ)a2 + a2 + 2r2)
,

grr =
a2 − 2mr + r2

a2 cos2(θ) + r2
, gθθ =

1

a2 cos2(θ) + r2
,

gϕϕ =
csc2(θ)

(
a2 cos(2θ) + a2 + 2r(r − 2m)

)

(a2 + r(r − 2m)) (a2 cos(2θ) + a2 + 2r2)
,

gtϕ = − 4amr

(a2 + r(r − 2m)) (a2 cos(2θ) + a2 + 2r2)
. (1.6.9)

Then
∫

r=R,t=T

∇αXβdSαβ =

∫

r=R,t=T

∇[αXβ]dSαβ =

∫

r=R,t=T

∇[νXµ]g
µαgνβdSαβ

=

∫

r=R,t=T

∂[νXµ]g
µαgνβdSαβ = 2

∫

r=R,t=T

∂[νXµ]g
µtgνrdStr

= 2

∫

r=R,t=T

∂[νgµ]λg
µtgνrdStr =

∫

r=R,t=T

(∂rgµλ − ∂µgrλ)gµtgrrdStr

=

∫

r=R,t=T

∂rgµλg
µtgrrdStr =

∫

r=R,t=T

(∂rgtλg
tt + ∂rgϕλg

ϕt)grrdStr .
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As a by-product of T - and R-independence of (1.6.7), one can calculate the integrals
by passing to the limit R→∞, which simplifies the calculations considerably. Thus

∫

r=R,t=T

∇αXβdSαβ = lim
R→∞

∫

r=R,t=T

(∂rgtλg
tt + ∂rgϕλg

ϕt)grrr2 sin(θ)dθ dϕ︸ ︷︷ ︸
=:d2µ

.

(1.6.10)
To finish the calculation we need the asymptotic behaviour of the metric functions
for large r. We find:

g = −
(

1− 2m

r
+O(r−2)

)
dt2 −

(
4am

r
+O(r−2)

)
sin2 θ dt dϕ

+
(
r2 +O(1)

)
sin2 θdϕ2 +

(
1 +

2m

r
+O(r−2)

)
dr2

+
(
r2 +O(1)

)
dθ2 . (1.6.11)

This shows explicitly asymptotic flatness of the metric. For the inverse metric, one
obtains

gtt = −1− 2m

r
+O(r−2) , grr = 1− 2m

r
+O(r−2) , gθθ =

1

r2
+O(r−3) ,

gϕϕ =
1

sin2(θ)r2
+ O(r−3) , gtϕ = −2am

r3
+O(r−4) . (1.6.12)

We are ready to return to (1.6.10):

∫

r=R,t=T

∇αXβdSαβ = lim
R→∞

∫

r=R,t=T

(∂rgtλg
tt + ∂rgϕλg

ϕt)r2d2µ . (1.6.13)

When X = ∂t this becomes
∫

r=R,t=T

∇αXβdSαβ = lim
R→∞

∫

r=R,t=T

(−∂rgtt + ∂rgϕtg
ϕt)r2d2µ

= − lim
R→∞

∫

r=R,t=T

∂rgttr
2d2µ = 8πm . (1.6.14)

When X = ∂ϕ we obtain instead

∫

r=R,t=T

∇αXβdSαβ = lim
R→∞

∫

r=R,t=T

(−∂rgtϕ + ∂rgϕϕg
ϕt)r2d2µ

= lim
R→∞

∫

r=R,t=T

(−∂rgtϕ + ∂rgϕϕg
ϕt)r2d2µ

= −12πam

∫ π

0

sin3(θ) dθ = −16πam . (1.6.15)

2

Because of the occurrence of the function ∆ in the denominator of grr, the
metric (1.6.6) is singular at r = r±. Similarly to the Schwarzschild case, it
turns out that the metric can be smoothly extended both across r = r+ and
r = r−, with the sets

H± := {r = r±}
being smooth null hypersurfaces in the extension.
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Incidentally: Higher dimensional generalisations of the Kerr metric have been
constructed by Myers and Perry [214].

We will give an extended discussion of a family of maximal analytic exten-
sions of the Kerr metric, and their global structure, in Section 4.7.3, p. 167. As
a first step towards this we consider the extension obtained by replacing t with
a new coordinate

v = t+

∫
r2 + a2

∆
dr , (1.6.16)

with a further replacement of ϕ by

φ = ϕ+

∫
a

∆
dr . (1.6.17)

It is convenient to use the symbol ĝ for the metric g in the new coordinate
system, obtaining

ĝ = −
(

1− 2mr

Σ

)
dv2 + 2drdv + Σdθ2 − 2a sin2(θ)dφdr

+
(r2 + a2)2 − a2 sin2(θ)∆

Σ
sin2(θ)dφ2 − 4amr sin2(θ)

Σ
dφdv .(1.6.18)

In order to see that (1.6.18) provides a smooth Lorentzian metric for v ∈ R and
r ∈ (0,∞), note first that the coordinate transformation (1.6.16)-(1.6.17) has
been tailored to remove the 1/∆ singularity in (1.6.6), so that all coefficients
are now analytic functions on R × (0,∞) × S2. A direct calculation of the
determinant of ĝ is somewhat painful, a simpler way is to proceed as follows:
first, the calculation of the determinant of the metric (1.6.6) reduces to that of
a two-by-two determinant in the (t, ψ) variables, leading to

det g = − sin2(θ)Σ2 . (1.6.19)

Next, it is very easy to check that the determinant of the Jacobi matrix

∂(v, r, θ, φ)/∂(t, r, θ, ϕ)

equals one. It follows that det ĝ = − sin2(θ)Σ2 for r > r+. Analyticity implies
that this equation holds globally, which (since Σ has no zeros) establishes the
Lorentzian signature of ĝ for all positive r.

Let us show that the region r < r+ is a black hole region, in the sense
of (1.2.12). We start by noting that ∇r is a causal vector for r− ≤ r ≤ r+.
A direct calculation using (1.6.18) is again somewhat lengthy, instead we use
(1.6.6) in the region r > r+ to obtain there

ĝ(∇r,∇r) = g(∇r,∇r) = grr =
1

grr
=

∆

Σ
=

(r − r+)(r − r−)

r2 + a2 cos2 θ
. (1.6.20)

But the left-hand side of this equation is an analytic function throughout the
extended manifold R×(0,∞)×S2, and uniqueness of analytic extensions implies
that ĝ(∇r,∇r) equals the expression at the extreme right of (1.6.20) throughout.
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(The intermediate equalities have only been assumed to be valid for r > r+ in
the calculation above, since g has only been defined for r > r+.) Thus ∇r
is spacelike if r < r− or r > r+, null on the hypersurfaces {r = r±} (called
“Killing horizons”, see Section 1.3.2), and timelike in the region {r− < r < r+};
note that this last region is empty when |a| = m.

We choose a time orientation so that∇t is past pointing in the region r > r+.
Keeping in mind our signature of the metric, this means that t increases on
future directed causal curves in the region r > r+.

Suppose, now, that a2 < m2, and consider a future directed timelike curve
γ(s) that starts in the region r > r+ and enters the region r < r+. Since γ̇
is timelike it meets the null hypersurface {r = r+} transversally, and thus r is
decreasing along γ at least near the intersection point. As long as γ stays in
the region {r− < r < r+} the scalar product g(γ̇,∇r) has constant sign, since
both γ̇ and ∇r are timelike there. But

dr

ds
= γ̇i∇ir = gij γ̇

i∇jr = g(γ̇,∇r) , (1.6.21)

and dr/ds is negative near the entrance point. We conclude that dr/ds is
negative along such γ’s on {r− < r < r+}. This implies that r is strictly
decreasing along future directed causal curves in the region {r− < r < r+}, so
that such curves can only leave this region through the set {r = r−}. In other
words, no causal communication is possible from the region {r < r+} to the
“exterior world” {r > r+} in the extension that we constructed so far.

The Schwarzschild metric has the property that the set g(X,X) = 0, where
X is the “static Killing vector” ∂t, coincides with the event horizon r = 2m.
This is not the case any more for the Kerr metric, where we have

g(∂t, ∂t) = ĝ(∂v , ∂v) = ĝvv = −
(

1− 2mr

r2 + a2 cos2 θ

)
.

The equation ĝ(∂v, ∂v) = 0 defines instead a set called the ergosphere:

ĝ(∂v, ∂v) = 0 ⇐⇒ r̊± = m±
√
m2 − a2 cos2 θ ,

see Figures 1.6.1 and 1.6.2. The ergosphere touches the horizons at the axes of
symmetry cos θ = ±1. Note that ∂r̊±/∂θ 6= 0 at those axes, so the ergosphere
has a cusp there. The region bounded by the outermost horizon r = r+ and
the outermost ergosphere r = r̊+ is called the ergoregion, with X spacelike in
its interior.

It is important to realise that the ergospheres

E± := {r = r̊±}

are not Killing horizons for the Killing vector ∂t. Recall that part of the defini-
tion of a Killing horizon H is the requirement that H is a null hypersurface.
But this is not the case for E±: Indeed, note that the Killing vectors ∂ϕ and ∂t
are both tangent to E±, and thus are all their linear combinations. Now, the
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Figure 1.6.1: A coordinate representation [233] of the outer ergosphere r = r̊+,
the event horizon r = r+, the Cauchy horizon r = r−, and the inner ergosphere
r = r̊− with the singular ring in Kerr spacetime. Computer graphics by Kayll
Lake [181].

character of the principal orbits of the isometry group R × U(1) is determined
by the sign of the determinant

det

(
gtt gtϕ
gtϕ gϕϕ

)
= −∆ sin2(θ) . (1.6.22)

Therefore, when sin θ = 0 the orbits are either null or one-dimensional, while for
θ 6= 0 the orbits are timelike in the regions where ∆ > 0, spacelike where ∆ < 0
and null where ∆r = 0. Thus, at every point of E± except at the intersection
with the axis of rotation there exist linear combinations of ∂t and ∂ϕ which are
timelike. This implies that these hypersurfaces are not null, as claimed.

We refer the reader to Refs. [43] and [225] for an exhaustive analysis of the
geometry of the Kerr spacetime.

Incidentally: One of the most useful methods for analysing solutions of wave
equations is the energy method. As an illustration, consider the wave equation

2u = 0 . (1.6.23)

Let St is a foliation of M by spacelike hypersurfaces, the energy Et of u on St

associated to a vector field X is defined as

E(t) =

∫

St

T µνX
µην ,

where Tµν is the usual energy-momentum tensor of a scalar field,

Tµν = ∇µu∇νu−
1

2
∇αu∇αu gµν .

The energy functional E has two important properties: 1): E ≥ 0 if X is causal,
and 2): E(t) is conserved if X is a Killing vector field and, say, u has compact
support on each of the St.
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Figure 1.6.2: Isometric embedding in Euclidean three space of the ergosphere
(the outer hull), and part of the event horizon, for a rapidly rotating Kerr solu-
tion. The hole in the event horizon arises because there is no global isometric
embedding for the event horizon when a/m >

√
3/2 [233]. Somewhat surpris-

ingly, the embedding fails to represent accurately the fact that the cusps at the
rotation axis are pointing inwards, and not outwards. Computer graphics by
Kayll Lake [181].

Now, the existence of ergoregions where the Killing vector X becomes spacelike
leads to an E(t) which is not necessarily positive any more, and the energy stops be-
ing a useful tool in controlling the behavior of the field. This is one of the obstactles
to our understanding of both linear and non-linear, solutions of wave equations on a
Kerr background12, not to mention the wide open question of non-linear stability of
the Kerr black holes within the class of globally hyperbolic solutions of the vacuum
Einstein equations. 2

The hypersurfaces

H± := {r = r±}
provide examples of null acausal boundaries. Because g(∇r,∇r) vanishes at
H±, the usual calculation (see Proposition A.13.2, p. 271) shows that the inte-
gral curves of ∇r with r = r± are null geodesics. Such geodesics, tangent to a
null hypersurface, are called generators of this hypersurface. A direct calcula-
tion of ∇r from (1.6.18) requires work which can be avoided as follows: in the
coordinate system (t, r, θ, ϕ) of (1.6.6) one obtains immediately

∇r = gµν∂µr∂ν =
∆

Σ
∂r .

Now, under (1.6.16)-(1.6.17) the vector ∂r transforms as

∂r → ∂r +
a

∆
∂φ +

r2 + a2

∆
∂v .

More precisely, if we use the symbol r̂ for the coordinate r in the coordinate
system (v, r, θ, φ), and retain the symbol r for the coordinate r in the coordinates

12See [25, 101] and refs. therein for further information on that subject.
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(t, r, θ, ϕ), we have

∂r =
∂r̂

∂r
∂r̂ +

∂φ

∂r
∂φ +

∂v

∂r
∂v = ∂r̂ +

a

∆
∂φ +

r2 + a2

∆
∂v .

Forgetting the hat over r, we see that in the coordinates (v, r, θ, φ) we have

∇r =
1

Σ
(∆∂r + a∂φ + (r2 + a2)∂v) .

Since ∆ vanishes at r = r±, and r2 + a2 equals 2mr± there, we conclude that
the “stationary-rotating” Killing field X + Ω+Y , where

X := ∂t ≡ ∂v , Y := ∂φ ≡ ∂ϕ , Ω+ :=
a

2mr+
≡ a

a2 + r2+
, (1.6.24)

is proportional to ∇r on {r > r+}:

X + Ω+Y = ∂v +
a

2mr+
∂φ =

Σ

a2 + r2+
∇r on H+ .

It follows that ∂t + Ω+∂ϕ is null and tangent to the generators of the horizon
H+. In other words, the generators of H+ are rotating with respect to the
frame defined by the stationary Killing vector field X. This property is at the
origin of the definition of Ω+ as the angular velocity of the event horizon.

1.6.1 Non-degenerate solutions (a2 < m2): Bifurcate horizons

The study of the global structure of Kerr is somewhat more involved than those
already encountered. An obvious second extension of the coordinate system of
(1.6.6) is obtained when t is replaced by a new coordinate13

u = t−
∫ r

r+

r2 + a2

∆
dr , (1.6.25)

with a further replacement of ϕ by

ψ = ϕ−
∫ r

r+

a

∆
dr . (1.6.26)

If we use the symbol g̃ for the metric g in the new coordinate system, we obtain

g̃ = −
(

1− 2mr

Σ

)
du2 − 2drdu+ Σdθ2 + 2a sin2(θ)dψdr

+
(r2 + a2)2 − a2 sin2(θ)∆

Σ
sin2(θ)dψ2 − 4amr sin2(θ)

Σ
dψdu . (1.6.27)

In Schwarzschild one replaces (t, r) by (u, v), and with a little further work a
well behaved extension is obtained. It should be clear that this shouldn’t be
that simple for the Kerr metric, because the two extensions constructed so far

13The discussion here is based on [32, 43]. I am grateful to Julien Cortier for useful discus-
sions concerning this section.
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involve incompatible redefinitions of the angular variable ϕ, compare (1.6.17)
and (1.6.26).

The calculations that follow are essentially a special case of the general
construction of Rácz and Wald [239], presented in Theorem 1.7.3, p. 89 below,
where the argument is traced back to the fact that the surface gravity is constant
on the horizons {r = r±}.

Now, recall that we have seen in Remark 1.2.12, p. 26, how to regularise
two-dimensional Lorentzian metrics with a singularity structure as in (1.2.43).
The first step of the calculation there gets rid of the zero in the denominator of
grr provided that there is a first order zero in gtt at that point ; then it is easy to
remove the multiplicative first order zero in guv by a logarithmic transformation
to the variables û and v̂ as in (1.2.45). Note that a first-order zero requires

a2 < m2 ,

which we are going to assume in the remainder of this section; this is not an
ad-hoc restriction, as the geometry of the spacetime is essentially different in
the extreme case a2 = m2, see the last sentence of Section 1.6.6.

So, under the current conditions the Kerr metric has a first order pole in
grr at r = r±, but there is no zero in gtt at those values of r. The trick is to
change ϕ, near r = r±, to a new angular variable

ϕ± = ϕ− a

2mα±
t , (1.6.28)

choosing the free constants α± 6= 0 so that the new gtt vanishes at r±. Indeed,
after tedious but otherwise straightforward algebra, in the coordinate system
(t, r, θ, ϕ±) the metric (1.6.6) takes the form

g =
Σ

∆
dr2 + gttdt

2 + 2gϕ±tdϕ±dt +

(
r2 + a2 +

2mar

Σ

)
sin2(θ)dϕ2

± + Σdθ2 ,

(1.6.29)
with

gtt =

(
a2 sin2(θ)

(2mα±)2
− 1

Σ
+
a2r sin2(θ)

2mα2
±Σ

)
∆ +

a2 sin2(θ)

α2
±Σ

(r − α±)2 ,

gϕ±t =
a sin2(θ)

2mα±Σ

(
(Σ + 2mr)∆ + (2m)2r(r − α±)

)
;

to avoid ambiguities, we emphasise that gϕ±t = g(∂ϕ± , ∂t). Recalling that
∆ = (r − r+)(r − r−), one sees that the choice

α± = r± (1.6.30)

leads indeed to a zero of order one in gtt, as desired. As a bonus one obtains a
zero of order one in gϕ±t, which will shortly be seen to be useful as well.

Remark 1.6.6 It is of interest to check smoothness of the transition formulae from
the coordinates (u, v, θ, ϕ±) to the coordinates (v, r, θ, φ) of (1.6.16)-(1.6.17), or to
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(u, r, θ, ψ) of (1.6.25)-(1.6.26). For example, near r = r+ we have

ϕ+ = ϕ− a

2mr+
t = ψ +

∫ r

r+

a

∆
dr − a

2mr+

(
u+

∫ r

r+

r2 + a2

∆
dr

)

= ψ − au

2mr+
+

a

2mr+

∫ r

r+

2mr+ − (r2 + a2)

∆
dr . (1.6.31)

Now,
2mr+ − (r2 + a2) = 2m(r+ − r) −∆ ,

which vanishes at r = r+. This shows that the integrand in (1.6.31) can be rewritten
as a smooth function of r near r = r+, and so the new angular coordinates ϕ+ are
smooth functions of (u, r, ψ) near r = r+.

Similar calculations apply for ϕ− near r = r−, and for the coordinates (v, r, θ, φ).
2

Keeping in mind (1.6.24), we see that (1.6.28) together with (1.6.30) is
precisely what is needed for the Killing vectors ∂t + a(2mr±)−1∂ϕ, tangent to
the generators of the horizons {r = r±}, to annihilate ϕ±:

(∂t +
a

2mr±
∂ϕ)ϕ± = 0 .

Thus (ϕ±, θ) provide natural coordinates on the space of generators.
We can now get rid of the singularity in grr by introducing

u = t− f(r) , v = t+ f(r) , f ′ =
r2 + a2

∆
, (1.6.32)

so that, keeping in mind that ∆(r±) = 0⇐⇒ r2± + a2 = 2mr±,

f(r) =
2mr±
r± − r∓

ln |r − r±|+ h±(r) ,

where the h±’s are smooth near r = r±. This is somewhat similar to (1.2.44),
but the function f has been chosen more carefully because of the θ–dependence
of grr. One then has

dt =
1

2
(du+ dv) , dr =

∆

2(r2 + a2)
(dv − du) ,

so that

g =
Σ∆

4(r2 + a2)2
(du− dv)2 +

gtt
4

(du+ dv)2 + gϕ±tdϕ±(du+ dv)

+

(
r2 + a2 +

2mar

Σ

)
sin2(θ)dϕ2

± + Σdθ2 .

There are no more unbounded terms in the metric, but one needs yet to get
rid of a vanishing determinant: Indeed, as seen in (1.6.19), the determinant of
the metric in the (r, t, θ, ϕ) variables equals − sin2(θ)Σ. Since the Jacobian of
the map (t, r, ϕ) 7→ (t, r, ϕ±) is one, and that of the map (t, r, ϕ±) 7→ (u, v, ϕ±)
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is −2f ′ = −2(r2 + a2)/∆, we find that the determinant of the metric in the
(u, v, θ, ϕ±) coordinates equals

−Σ∆2 sin2(θ)

4(r2 + a2)2
. (1.6.33)

To get rid of this problem we set, as in (1.2.45),

û = − exp(−cu) , v̂ = exp(cv) . (1.6.34)

Now,

du = −dû
cû

, dv =
dv̂

cv̂
,

ûv̂ = − exp(c(v − u)) = −|r − r±|4cmr±/(r±−r∓) exp(2ch±(r)) .

As before, one chooses

c =
r± − r∓
4mr±

,

so that, for r > r±,

ûv̂ = − exp(c(v − u)) = −(r − r±) exp

(
(r± − r∓)h±(r)

2mr±

)
.

The functions

r 7→ w := (r − r±) exp

(
(r± − r∓)h±(r)

2mr±

)
(1.6.35)

have a non-vanishing derivative at r = r±. Hence, by the analytic implicit
function theorem, there exist near w = 0 analytic functions r±(w) inverting
(1.6.35). So, near r = r± we can write

r − r± = −ûv̂H±(−ûv̂) ,

where the H±’s are analytic near ûv̂ = 0, non-vanishing there, with a similar
resulting formulae for ∆. Since gtt and gϕ±t both contain a multiplicative factor
r − r± ∼ ûv̂, we conclude that the coefficients gϕ±û, gϕ±v̂, as well as

gûv̂ = − 1

c2ûv̂
guv

can be analytically extended across r = r±. This is somewhat less obvious for

gûû =
1

(cû)2
guu , gv̂v̂ =

1

(cv̂)2
gvv .

However, with some work one obtains

guu = gvv =
∆ sin2(θ)

(4mr±)2Σ

{
a4 sin2(θ)

(r2 + a2)

[
− (∆ + 4mr)∆ + (r2± − r2)

]

+(∆ + 6mr)∆ + 2a2(r2 − r2±)

}
.
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This shows that both guu and gvv have a zero of order two at r = r±, which is
precisely what is needed to cancel the singularities arising from û−2 in gûû and
from v̂−2 in gv̂v̂.

The Jacobian of the map (u, v) 7→ (û, v̂) equals c2ûv̂, and it follows from
(1.6.33) that the metric has Lorentzian signature in the coordinates (û, v̂, θ, ϕ±).

The metric induced on the Boyer-Lindquist sections of the event horizons
of the Kerr metric, as well as on the bifurcate Killing horizon, reads

ds2 = (R2 + a2 cos2(θ)) dθ2 +
(R2 + a2)2 sin2(θ)

R2 + a2 cos2(θ)
dϕ2 , (1.6.36)

where R = m ±
√
m2 − a2. We note that its Ricci scalar, which we denote by

K, is [181]

K =
(R2 + a2)(3a2 cos2(θ)−R2)

(R2 + a2 cos2(θ))3
.

1.6.2 Surface gravity, thermodynamical identities

Recall that the surface gravity κ∗ of a Killing horizon H∗ is defined through
the formula

∂µ(XαXα)|H∗ = −2κ∗Xµ . (1.6.37)

The following provides a convenient procedure to calculate κ∗: Let b be any
one-form which extends smoothly across the horizon and such that b(X) = 1.
Then κ∗ can be obtained from the equation

−2κ∗ = −2κ∗b(X) = b(∇(XαXα))|H∗ .

Note that the leftermost side of the last equation is independent of the choice
of b, and so is therefore the right-hand side.

In order to implement this for the Kerr metric, recall that the Killing vector

X∗ := ∂t +
a

2mr∗
∂ϕ ≡ ∂t +

a

a2 + r2∗
∂ϕ =: ∂t + Ω∗∂ϕ (1.6.38)

is null on the Killing horizon H∗ = {r = r∗}, where r∗ ∈ {r−, r+} is one of
the roots of ∆. As already pointed out, the parameter Ω∗ is called the angular
velocity of the horizon. The equation g(X∗,X∗)|r=r∗ = 0 is most easily checked
using the following rewriting of the metric:

g = Σ

(
1

∆
dr2 + dθ2

)
+

sin2(θ)

Σ

(
adt− (r2 + a2)dϕ

)2

−∆

Σ

(
dt− a sin2(θ) dϕ

)2
. (1.6.39)

Let us use the coordinates (1.6.16)-(1.6.17), so that

dv = dt+
r2 + a2

∆
dr , (1.6.40)

dφ = dϕ− a

∆
dr . (1.6.41)
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Setting

b = dt +
r2 + a2

∆
dr = dv ,

we see that b extends smoothly across the Killing horizon H∗ and satisfies
b(X∗) = 1. Thus, using

grr =
∆

r2 + a2 cos2 θ

g(X∗,X∗) = −∆
(
r2∗ + a2 cos2 θ

)

(a2 + r2∗)2
+O((r − r∗)2) (1.6.42)

(the last equation easily follows from the fact that the last term in the first line
of (1.6.39) is +O((r − r∗)2)) we find

κ∗ = −1

2
b(∇(g(X∗,X∗))) = −1

2
(dt+

r2 + a2

∆
dr)(gνµ∂µ(g(X∗,X∗)∂ν)

= − lim
r→r∗

(r2 + a2)

2∆
grr∂r(g(X∗,X∗))

=
∂r∆

2(r2 + a2)

∣∣∣∣
r=r∗

=
r∗ −m
2mr∗

= ±
√
m2 − a2

2m(m±
√
m2 − a2)

, (1.6.43)

where the plus sign applies to the event horizon {r = r+}, and the minus sign
should be used for the Cauchy horizon {r = r−}.

In the extreme cases m = ±a only the plus sign is relevant. We see that κ
vanishes then, and is not zero otherwise.

Let J = ma be the “z-axis component” of the angular momentum vector,
and let A∗ be the area of the cross-sections of the event horizon: Denoting by
(xA) = (θ, ϕ) we have, using the fact that the metric is t-independent,

A∗ =

∫

r=r∗, v=const

√
det gAB dθ dϕ

= lim
r→r∗

∫

r=const′, v=const

√
det gAB dθ dϕ

= lim
r→r∗

∫

r=const′, t=const+F (r)

√
det gAB dθ dϕ

= lim
r→r∗

∫

r=const′, t=const

√
det gAB dθ dϕ

= 2π(r2∗ + a2)

∫ π

0
sin(θ) dθ = 4π(r2∗ + a2) . (1.6.44)

By a direct calculation, or by general considerations [15, 98, 161, 272], one has
the “thermodynamical identity”

δMH =
κ∗
8π
δA∗ + Ω∗δJ . (1.6.45)

(Some care must be taken with the overall sign in (1.6.43) when the identity
(1.6.45) is considered, as that sign is related to various orientations involved.
The positive sign for the horizon r∗ = r+ is clearly consistent in this context.)
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1.6.3 Carter’s time machine

An intriguing feature of the Kerr metric in the region {r < 0} is the existence
of points at which

gϕϕ = g(ϕ,ϕ) < 0 . (1.6.46)

In other words, there exists a non-empty region where the Killing vector ∂ϕ is
timelike. Indeed, we have

gϕϕ =
(r2 + a2)2 −∆a2 sin2(θ)

Σ
sin2(θ)

= sin2(θ)

(
2a2mr sin2(θ)

a2 cos2(θ) + r2
+ a2 + r2

)

=
sin2(θ)

(
a4 + a2 cos(2θ)∆ + a2r(2m+ 3r) + 2r4

)

a2 cos(2θ) + a2 + 2r2
. (1.6.47)

We are interested in the set where gϕϕ < 0. The second line above clearly shows
that this never happens for r ≥ 0, or for |r| very large. Nevertheless, for all
m > 0 the set

V := {gϕϕ < 0}

= {r < 0 , cos(2θ) < −a
4 + 2a2mr + 3a2r2 + 2r4

a2∆︸ ︷︷ ︸
=:G(r)

,

Σ 6= 0 , sin(θ) 6= 0} (1.6.48)

is not empty. In order to see this, note that G(0) = −1, and G′(0) = −4m/a2 <
0. This implies that for small negative r we have G(r) > −1, and hence there
exists a range of θ near θ = π/2 for which the inequality defining V is satisfied.
This is illustrated in Figure 1.6.3.

-1.0 -0.8 -0.6 -0.4 -0.2

-1.5

-1.0

-0.5

0.5

Figure 1.6.3: The function G(ax) of (1.6.48) with m/a ∈ {0.5, 1, 2, 3, 4, 5}.

It turns out that any two points within V can be connected by a future
directed causal curve. We show this in detail for points p := (t, r, θ, ϕ) and
p′ := (t + T, r, θ, ϕ) for any T ∈ R: Indeed, for n large consider the curve

[0, 2nπ] ∋ s 7→ γ(s) = (t +
T

2nπ
s, r, θ, ϕ± s) ,

where the plus sign is chosen if ∂ϕ is future-directed in V , while the negative
sign is chosen otherwise. Then γ̇ = ±∂ϕ + T

2nπ∂t, which is timelike future
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directed for all n large enough. As the ϕ coordinate is 2π-periodic, the curve γ
starts at p and ends at p′.

A similar argument applies for general pairs of points within V .
In particular the choice T = 0 and n = 1 gives a closed timelike curve.
Interestingly enough, the non-empty region V can be used to connect any

two points p1 and p2 lying in the region r < r− by a future-directed timelike
curve. To see this, choose some future-directed timelike curve γ1 from p1 to
some point p ∈ V , and some future-directed timelike curve from some point
p′ ∈ V to p2. The existence of such curves γ1 and γ2 is easy to check, and follows
e.g. by inspection of the projection diagram for the Kerr metric of Figure 4.7.3,
p. 171 below. We can then connect p1 with p2 by a future-directed causal curve
by first following γ1 from p1 to p, then a future-directed causal curve γ from p
to p′ lying in V , and then following γ2 from p′ to p2.

So, in fact, the region V provides a time-machine for the region r < r−, a
property which seems to have been first observed by Carter [42, 43].

We have been assuming that m > 0 in our discussion of the time-machine.
It should, however, be clear from the arguments given that the time-travel
mechanism for Kerr metrics just described exists in the region r > 0 if and only
if m < 0.

1.6.4 Extreme case a2 = m2: horizon, near-horizon geometry,
cylindrical ends

The coordinate transformation leading to (1.6.18) can be used for a = m as
well, leading to

ĝ = −
(

1− 2mr

Σ

)
dv2 + 2drdv + Σdθ2 − 2m sin2(θ)dφdr

+
(r2 +m2)2 −m2 sin2(θ)∆

Σ
sin2(θ)dφ2 − 4m2r sin2(θ)

Σ
dφdv .(1.6.49)

As before it holds that
det g = − sin2(θ)Σ2 , (1.6.50)

which shows that the metric is smooth and Lorentzian away from the set Σ = 0.

Near-horizon geometry

The near-horizon geometry gNHK of the extreme Kerr solution can be ob-
tained [14] by replacing the coordinates (t, r, ϕ) of (1.6.1), p. 63, by new co-
ordinates (t̂, r̂, φ̂) defined as

r = m+ ǫr̂ , t = ǫ−1t̂ , ϕ = φ̂+
t̂

2mǫ
, (1.6.51)

and passing to the limit ǫ→ 0 compare Section 1.3.5. Some algebra leads to

gNHK =
1 + cos2(θ)

2

[
− r̂2

r20
dt̂2 +

r20
r̂2
dr̂2 + r20 dθ

2
]

+
2r20 sin2(θ)

1 + cos2(θ)

(
dφ̂+

r̂

r20
dt̂
)2
,

(1.6.52)
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where r0 =
√

2m. This metric is singular at r̂ = 0, but a second change of
coordinates

v = t̂− r20
r̂
, ϕ̃ = φ̂− log

(
r̂

r0

)
, (1.6.53)

leads to a manifestly-regular form of the near-horizon Kerr metric:

gNHK =
1 + cos2(θ)

2

[
− r̂2

r20
dv2 + 2 dv dr̂ + r20 dθ

2
]

+
2r20 sin2(θ)

1 + cos2(θ)

(
dϕ̃+

r̂

r20
dv
)2
.

(1.6.54)
This is again a vacuum solution of the Einstein equations with a degenerate
horizon located at r̂ = 0, but with rather a different asymptotic behaviour as
the radial variable r̂ tends to infinity.

Cylindrical ends

It turns out that the degenerate Kerr spacetimes contain CMC slices with
asymptotically conformally cylindrical ends, in a sense which will be made pre-
cise: In Boyer-Lindquist coordinates the extreme Kerr metrics, with a2 = m2,
take the form, changing ϕ to its negative if necessary,

g = −dt2 +
2mr

r2 +m2 cos2(θ)
(dt−m sin2(θ)dϕ)2 + (r2 +m2) sin2(θ)dϕ2

+
r2 +m2 cos2(θ)

(r −m)2
dr2 + (r2 +m2 cos2(θ))dθ2 , (1.6.55)

The metric γ induced on the slices t = const reads, keeping in mind that r > m,

γ =
r2 +m2 cos2(θ)

(r −m)2
dr2 + (r2 +m2 cos2(θ))dθ2

+
(r2 +m2)2 − (r −m)2m2 sin2(θ)

r2 +m2 cos2(θ)
sin2(θ)dϕ2 . (1.6.56)

Introducing a new variable x ∈ (−∞,∞) defined as

dx = − dr

r −m =⇒ x = − ln (r −m) ,

so that x tends to infinity as r approaches m from above, the metric (1.6.56)
exponentially approaches

γ →x→∞ m2(1 + cos2(θ))dx2 + g̊

= m2(1 + cos2(θ))

(
dx2 + dθ2 +

4 sin2(θ)

(1 + cos2(θ))2
dϕ2

︸ ︷︷ ︸
=:̊h

)
.(1.6.57)

We see that the space-metric γ is, asymptotically, conformal to the product
metric dx2 + h̊ on the cylinder R× S2.

Let us mention that the limiting metric, as one recedes to infinity along
the cylindrical end of the extreme Kerr metric, can also be obtained from the
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metric (1.6.36) on the bifurcation surface of the event horizon by setting a = m
there:

g̊ = m2

(
(1 + cos2(θ))dθ2 +

4 sin2(θ)

1 + cos2(θ)
dϕ2

)
. (1.6.58)

We note that the slices t = const are maximal. This follows from the fact
that the unit normal n to these slices takes the form n = nt∂t + nϕ∂ϕ, so that

trγK =
1√
|det g|

∂µ(
√
|det g|nµ)

=
1√
|det g|

(
∂t(
√
|det g|nt) + ∂ϕ(

√
|det g|nϕ)

)
= 0 .

It then follows from the scalar constraint equation shows that R ≥ 0.
When studying the Lichnerowicz equation for metrics of cylindrical type it

is of interest to study the sign of the scalar curvature of the various metrics
occurring in the problem at hand. Recall that the scalar curvature, say κ, of a
metric of the form dθ2 + e2f(θ)dϕ2 equals

κ = −2(f ′′ + (f ′)2) .

Hence the sphere part h̊ of the limiting conformal metric appearing in (1.6.57)
has scalar curvature equal to

− 4 cos(2θ)

(cos2 θ + 1)2
,

which is negative on the northern hemisphere and positive on the southern one.
Finally, the metric g̊ has scalar curvature

κ =
2(3 cos2(θ)− 1)

m2(1 + cos2(θ))3
.

and the reader will note that κ changes sign as well.

1.6.5 The Ernst map for the Kerr metric

A key role for proving uniqueness of the Kerr black holes is a harmonic map
representation of the field equations: here, to every stationary axisymmetric
solution of the vacuum Einstein field equations (M , g) one associates a pair of
functions (f, ω), where f is norm of the axisymmetric Killing vector, say η:

f = g(η, η) ,

while the function ω, called the twist potential, is defined as follows: One intro-
duces, first, the twist form ωµdx

µ via the equation

ωµ = ǫµαβγη
α∇βηγ .

It follows from the vacuum field equations that ω is closed, see (1.3.38), p. 46.
So if, e.g., M is simply connected, there exists a function ω such that

ωµ = ∂µω .
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The complex valued function f + iω is called the Ernst potential.
In Boyer-Lindquist coordinates of (1.6.6) the twist potential ω reads [103]

ω = ma(cos3 θ − 3 cos θ)− ma3 cos θ sin4 θ

Σ
. (1.6.59)

It is important for the study of such metrics that the leading order term in ω is
uniquely determined by ma. The Ernst potential f + iω can now be obtained
by reading f = gϕϕ from (1.6.6).

1.6.6 The orbit space metric

Let M denote the space of orbits of the isometry group in the domain of outer
communications:

M := 〈〈M 〉〉/(R× U(1)) .

Note that M can be viewed as the submanifold {t = 0 = ϕ} of 〈〈M 〉〉, coordi-
natized by θ̃ ∈ [0, π] and r̃, with r+ < r̃ <∞.

Let X1 = ∂t, X2 = η = ∂ϕ, and let

A := {η = 0} = {θ̃ = 0} ∪ {θ̃ = π}

be the axis of rotation. We will use the same symbol A for the axis of rotation
in M , as well as for the corresponding set in M . . The orbit space metric h on
M \A is defined as follows: for Y,Z ∈ T (M \A ),

h(Y,Z) = g(Y,Z)− gabg(Xa, Y )g(Xb, Z) , (1.6.60)

where gab is the matrix inverse to g(Xa,Xb). Note that det g(Xa,Xb) < 0 on
〈〈M 〉〉 \A , which shows that h is well defined there.

Since gθ̃t = gθ̃ϕ = gr̃t = gr̃ϕ = 0, h is obtained by simply forgetting the part
of the metric involving dt and dϕ:

h = (r̃2 + a2 cos2 θ̃)
( dr̃2

(r̃ − r+)(r̃ − r−)
+ dθ̃2

)
. (1.6.61)

So, {θ̃ = 0} and {θ̃ = π} are clearly smooth boundaries at finite distance for h,
with h extending smoothly by continuity there. On the other hand, the nature
of {r̃ = r+} depends upon whether or not r+ = r−. In the subextreme case,
where r− and r+ are distinct, the set {r̃ = r+} is seen to be a totally geodesic
boundary at finite distance by introducing a new coordinate x by the formula

dx

dr̃
=

1√
(r̃ − r+)(r̃ − r−)

. (1.6.62)

We then have
x+ := lim

r→r+
x > −∞ ,

as the right-hand side of (1.6.62) is integrable in r̃ near {r̃ = r+}. The same
formula in the extreme case r̃− = r̃+ gives an x-variable which diverges log-
arithmically as r approaches r−, leading to a cylindrical end for the metric
h.
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1.6.7 Kerr-Schild coordinates

The explicit, original, Kerr-Schild form of the Kerr metric (cf., e.g., [51]) reads

gµν = ηµν +
2mr̃3

r̃4 + a2z2
θµθν ,

where

θµdx
µ = dx0 − 1

r̃2 + a2
[r̃(xdx+ ydy) + a(xdy − ydx)]− z

r̃
dz ,

and where r̃ is defined implicitly as the solution of the equation

r̃4 − r̃2(x2 + y2 + z2 − a2)− a2z2 = 0 .

This form of the metric makes manifest the asymptotic flatness of the metric,
and turns out to be useful for performing gluing constructions, see [70].

1.6.8 Dain coordinates

Dain [103] has invented a system of coordinates which nicely exhibits the
“Einstein-Rosen bridges” of the Kerr metric. One wants to write the space-
part of the Kerr metric in the form

g = e−2Ũ+2α
(
dρ2 + dz2

)
+ ρ2e−2Ũ (dϕ+ ρBρdρ+Azdz)

2 . (1.6.63)

If |a| ≤ m let r+ = m +
√
m2 − a2 be the largest root of ∆, and let r+ = 0

otherwise. For

r > r+ ,

so that ∆ > 0, define a new radial coordinate r̃ by

r̃ =
1

2

(
r −m+

√
∆
)

; (1.6.64)

After setting

ρ = r̃ sin θ̃ , z = r̃ cos θ̃ , (1.6.65)

one obtains (1.6.63). We have

r = r̃ +m+
m2 − a2

4r̃
. (1.6.66)

We emphasize that while those coordinates bring the metric to the form (1.6.63),
familiar in the context of the reduction of the stationary axi-symmetric vacuum
Einstein equations to a harmonic map problem, the coordinate ρ in (1.6.65) is
not the area coordinate needed for that reduction14 except when m = a.

14The correct (ρ, z) coordinates for the harmonic map reduction are ρ =
√
∆sin(θ), z =

(r̃ −m) cos θ. In the last coordinates the horizon lies on the axis ρ = 0, which is not the case
for Dain’s coordinates except if a = m.
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To analyse the behavior near r = 0 we have to distinguish between the
extreme and non-extreme cases. Let us first assume that m2 6= a2. We can
calculate eŨ from (1.6.6), and using (1.6.64) we then have

Ũ = 2 ln
(2r̃

m

)
− ln

∣∣∣1− a2

m2

∣∣∣+O(r̃). (1.6.67)

With a little work it can now be seen that that r = 0 corresponds to another
asymptotically flat region for the metric (1.6.63).

On the other hand, in the extreme case m2 = a2 one similarly finds

Ũ = ln
( r̃

2m

)
+

1

2
ln
(
1 + cos2(θ)

)
+O(r̃). (1.6.68)

This implies that the space geometry near r̃ = 0 approaches is that of an
“asymptotically cylindrical end”, as discussed in general in Section 1.3.4.

1.7 Majumdar-Papapetrou multi black holes

In all examples discussed so far the black hole event horizon is a connected hy-
persurface in spacetime. In fact [37, 64, 75], there are no regular, static, vacuum
solutions with several black holes, consistently with the intuition that gravity
is an attractive force. However, static multi black holes become possible in
presence of an electric field. Well-behaved examples are exhausted [94] by the
Majumdar-Papapetrou black holes, in which the metric 4g and the electromag-
netic potential A take the form [197, 229]

4g = −u−2dt2 + u2(dx2 + dy2 + dz2) , (1.7.1)

A = u−1dt , (1.7.2)

with some nowhere vanishing function u. Einstein–Maxwell equations read then

∂u

∂t
= 0 ,

∂2u

∂x2
+
∂2u

∂y2
+
∂2u

∂z2
= 0 . (1.7.3)

The solutions will be called standard MP black holes if the coordinates xµ of
(1.7.1)–(1.7.2) cover the range R× (R3 \ {~ai}) for a finite set of points ~ai ∈ R

3,
i = 1, . . . , I, and if the function u has the form

u = 1 +

I∑

i=1

µi
|~x− ~ai|

, (1.7.4)

for some positive constants µi.

Incidentally: The property that these are the only regular black holes within the
MP class has been proved in [84], see also [89, 146]; the fact that all multi-component
regular static black holes are in the MP class has been established in [94], building
upon the work in [200, 248, 255]; a gap in [94] related to analyticity of the metric
has been removed in [75].

When I =∞, it is a standard fact in potential theory that if the series (1.7.4)
converges at some point, it converges to a smooth function everywhere away from the
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punctures. This case has been analysed in [61, Appendix B], where it was pointed
out that the scalar FµνF

µν is unbounded whenever the ~ai’s have accumulation
points. It follows from [84] that the case where I = ∞ and the ~ai’s do not have
accumulation points cannot lead to regular asymptotically flat spacetimes.

Calculating the flux of the electric field on spheres |~x − ~ai| = ǫ → 0, one
finds that µi is the electric charge carried by the puncture ~x = ~ai: Indeed, let
F = dA be the Maxwell tensor, we have

F = −u−2du ∧ dt = −u−2∂ℓu dx
ℓ ∧ dt .

The flux of F through a two-dimensional hypersurface S is defined as
∫

S
⋆F ,

where ⋆ is the Hodge dual, see Appendix A.15, p. 274. A convenient orthonor-
mal basis of T ∗M is given by the co-frame

θ0 = u−1dt , θℓ = u dxℓ ,

in terms of which we have

F = −u−2∂ℓu θ
ℓ ∧ θ0 .

This gives

⋆F = −u−2∂ℓu ⋆ (θℓ ∧ θ0) =
1

2

∑

ℓjk

u−2∂ℓu ǫ
ℓjkθj ∧ θk

=
1

2

∑

ijk

∂ℓuǫ
ℓjkdxj ∧ dxk .

Consider a sphere S(~ai, ǫ) of radius ǫ centred at ~ai, shifting the coordinates by
~ai we can assume that ~ai = ~0, then ∂ℓu approaches

−µi ~x/|~x|3

on S(~ai, ǫ) as ǫ tends to zero. Therefore

lim
ǫ→0

∫

S(~ai,ǫ)
⋆F = −4πµi .

In the current conventions the right-hand side is −4π times the charge, which
establishes the claim.

We will see shortly that punctures correspond to connected components of
the event horizon, so µi can be thought of as the negative of the electric charge
of the i’th black hole.

Higher-dimensional generalisations of the MP solutions have been derived
by Myers [213]. The metric and the electromagnetic potential take the form

n+1g = −u−2dt2 + u
2

n−2

(
(dx1)2 + . . .+ (dxn)2

)
, (1.7.5)

A = u−1dt , (1.7.6)
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with u being time independent, and harmonic with respect to the flat metric
(dx1)2 + . . .+ (dxn)2. Then, a natural candidate potential u for solutions with
black holes takes the form

u = 1 +

N∑

i=1

µi
|~x− ~ai|n−2

, (1.7.7)

for some ~ai ∈ R
n. Here configurations with N = ∞ and which are periodic

in some variables are also of interest, as they could lead to Kaluza-Klein type
four-dimensional solutions.

Let us point out some features of the geometries (1.7.5) with N <∞. First,
for large |~x| we have

u = 1 +

∑N
i=1 µi
|~x|n−2

+O(|~x|−(n−1)) ,

so that the metric is asymptotically flat, with total ADM mass equal to
∑N

i=1 µi.
Next, choose any i and denote by r := |~x− ~ai| a radial coordinate centred

at ~ai. Then the space-part g of the metric (1.7.5) takes the form

g = u
2

n−2

(
(dx1)2 + . . .+ (dxn)2

)
= r2u

2
n−2

(dr2
r2

+ h
)

= (r
1

n−2u)
2

n−2 (d( ln r︸︷︷︸
=:x

)2 + h)

= (r
1

n−2u)
2

n−2 (dx2 + h) , (1.7.8)

where h is the unit round metric on Sn−1. Now, the metric dx2 + h is the
canonical, complete, product metric on the cylinder R× Sn−1. Further

r
1

n−2u→~x→~ai µi > 0 .

Therefore the space-part of the Majumdar-Papapetrou metric approaches a
multiple of the canonical metric on the cylinder R × Sn−1 as ~x approaches ~ai.
Hence, the space geometry is described by a complete metric which has one
asymptotically flat region |~x| → ∞ and N asymptotically cylindrical regions
~x→ ~ai.

It has been shown by Hartle and Hawking [146] that, in dimension n = 3, ev-
ery standard MP spacetime can be analytically extended to an electro–vacuum
spacetime with I black hole regions. The calculation, which also provides some
information in higher dimensions n > 3 but runs into difficulties there, pro-
ceeds as follows: Let, as before, r = |~x− ~ai|; for r small we replace t by a new
coordinate v defined as

v = t+ f(r) =⇒ dt = dv − f ′(r)dr ,
with a function f to be determined shortly. We obtain

n+1g = −u−2(dv − f ′dr)2 + u
2

n−2 (dr2 + r2h)

= −u−2dv2 + 2u−2f ′dv dr +
(
u

2
n−2 − u−2(f ′)2

)
dr2 + u

2
n−2 r2h .

(1.7.9)
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We have already seen that the last term u
2

n−2 r2h is well behaved for r small.
Let us show that in some cases we can choose f to get rid of the singularity in
grr. For this we Taylor expand the non-singular part of u near ~ai as follows:

u =
µi
rn−2

+ 1 +
∑

j 6=i

µj
|~aj − ~ai|n−2

︸ ︷︷ ︸
=:̊u

+rû = ů
(

1 +O(rn−1)
)
, (1.7.10)

with û — an analytic function of r and of the angular variables, at least for

small r. We choose f so that ů
2

n−2 − ů−2(f ′)2 vanishes:

f ′ = ů
n−1
n−2 .

This shows that the function

n+1grr = u
2

n−2 −u−2(f ′)2 = ů
2

n−2︸ ︷︷ ︸
∼r−2

[( u

ů︸︷︷︸
1+O(rn−1)

) 2
n−2 −

( ů

u︸︷︷︸
1+O(rn−1)

)2]
= O(rn−3)

is an analytic function of r and angular variables for small r.

The above works well when n = 3, in which case (1.7.9) reads

3+1g = − u−2
︸︷︷︸
∼r2

dv2 + 2
( ů

u︸︷︷︸
=1+O(r2)

)2
dv dr + grr︸︷︷︸

=O(1)

dr2 + u2r2︸︷︷︸
=µ2i+O(r)

h .

At r = 0 the determinant of 3+1g equals −µ4i deth 6= 0, which implies that
3+1gµν can be analytically extended across the null hypersurface Hi := {r =
0} to a real-analytic Lorentzian metric defined in a neighborhood of Hi. By
analyticity the extended metric is vacuum. Obviously Hi is a Killing horizon
for the Killing vector ∂t = ∂v, since 3+1gvv vanishes at Hi.

We note that the differential of g(∂v , ∂v) vanishes at r = 0 as well, which
shows that all horizons have vanishing surface gravity.

Let us return to general dimensions n ≥ 4. The problem is that the deter-
minant of the metric vanishes now at r = 0. One could hope that this can be
repaired by a change of coordinates. For this, consider n+1grv:

n+1grvdr dv = u−2f ′dr dv =
( ů
u

)2
ů

3−n
n−2 dr dv =

(
1 +O(rn−2)

)
µ

3−n
n−2

i rn−3dr dv

=
(

1 +O(rn−2)
) µ

3−n
n−2

i

n− 2
d(rn−2
︸︷︷︸
=:ρ

) dv

We see that this term will give a non-vanishing contribution to the determinant
if we introduce a new radial variable ρ = rn−2. This, however, will wreak havoc

in n+1grrdr
2, as well as in various other terms because then r = ρ

1
n−2 , which

introduces fractional powers of the new coordinate ρ in the metric, leading to
a continuous but non-manifestly-differentiable extension.
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Now, none of these problems occur if N = 1, in which case u = ů, hence
n+1grr ≡ 0; furthermore,

n+1gvv = ů−2 =
(

1 + µi
ρ

)−2
= ρ2

(µi+ρ)2
, (1.7.11)

u
2

n−2 r2 = (̊uρ)
2

n−2 = (µi + ρ)
2

n−2 , (1.7.12)

n+1grvdr dv = ů
3−n
n−2

(n−2)rn−3 dρdv = (̊urn−2)
3−n
n−2

(n−2) dρdv = (µi+ρ)
3−n
n−2

(n−2) dρdv , (1.7.13)

which proves that the metric can be extended analytically across a Killing
horizon {ρ = 0}, as desired. (The case N = 1 is of course spherically symmetric,
so this calculation is actually a special case of that in Remark 1.2.12, p. 26.)

Equation (1.7.11) shows that the Killing vector ∂t = ∂v is spacelike every-
where except at the horizon ρ = 0: g(∂v , ∂v) ≥ 0. In particular g(∂v , ∂v) ≥ 0
attains a minimum on the horizon, hence its derivative vanishes there. As before
we conclude that the black hole is degenerate, κ = 0.

For n ≥ 4 and N > 1 the above construction (or some slight variation
thereof, with f not necessarily radial, chosen to obtain n+1grr = 0) produces
a metric which can at best be extended by continuity across a Killing horizon
“located at ~x = ~ai”, but the extensions so obtained do not appear to be dif-
ferentiable. The optimal degree of differentiability that one can obtain does
not seem to be known in general. As such, it has been shown in [276] that the
metric cannot be extended smoothly when n ≥ 4 and N = 2 or 3.

More can be said for axi-symmetric solutions [39]: In dimension n = 5,
C2 extensions for multi-component axi-symmetric configurations can be con-
structed, and it is argued that generic such solutions do not possess C3 ex-
tensions. Examples are constructed where smooth extensions are possible for
one central component, or for an infinity string of components. In dimension
n ≥ 5, C1 extensions for multi-component axi-symmetric configurations can
be constructed, and it is argued that generic such solutions do not possess C2

extensions.

Problem 1.7.2 Study, for n ≥ 4, whether (1.7.7) can be corrected by a harmonic
function to give a smooth event horizon. Alternatively, show that there are no
regular static multi-component electro-vacuum black holes in higher dimensions. 2

1.7.1 Adding bifurcation surfaces

When trying to prove results about spacetimes containing non–degenerate Killing
horizon, it is extremely convenient to have a compact bifurcation surface at
hand. For example, this hypothesis is made throughout the classification the-
ory of static (non–degenerate) black holes (cf. [71, 72] and references therein).
The problem is, that while we have good control of the geometry of the do-
main of outer communications, various unpleasant things can happen at its
boundary. In particular, in [239] it has been shown that there might be an ob-
struction for the extendability of a domain of outer communications in such a
way that the extension comprises a compact bifuraction surface. Nevertheless,
as far as applications are concerned, it suffices to have the following: Given a
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spacetime (M,g) with a domain of outer communications 〈〈Mext〉〉 and a non–
degenerate Killing horizon, there exists a spacetime (M ′, g′), with a domain of
outer communications 〈〈M ′

ext〉〉 which is isometrically diffeomorphic to 〈〈Mext〉〉,
such that all non–degenerate Killing horizons in (M ′, g′) contain their bifurca-
tion surfaces. Rácz and Wald have shown [239], under appropriate conditions,
that this is indeed the case:

Theorem 1.7.3 (I. Rácz & R. Wald, 96) Let (M,gab) be a stationary, or stationary–
rotating spacetime with Killing vector field X and with an asymptotically flat re-
gion Mext. Suppose that J+(Mext) is globally hyperbolic with asymptotically flat
Cauchy surface Σ which intersects the event horizon N = ∂〈〈Mext〉〉∩J+(Mext)
in a compact cross–section. Suppose that X is tangent to the generators of N
and that the surface gravity of every connected component of N is a non–zero
constant. Then there exists a spacetime (M ′, g′ab) and an isometric embedding

Ψ : 〈〈Mext〉〉 → 〈〈M ′
ext〉〉 ⊂M ′ ,

where 〈〈M ′
ext〉〉 is a domain of outer communications in M ′, such that:

1. There exists a one–parameter group of isometries of (M ′, g′ab), such that
the associated Killing vector field X ′ coincides with Ψ∗X on 〈〈M ′

ext〉〉.
2. Every connected component of ∂〈〈M ′

ext〉〉 is a Killing horizon which com-
prises a compact bifurcation surface.

3. There exists a local “wedge–reflection” isometry about every connected
component of the bifurcation surface.

It should be emphasized that neither field equations, nor energy inequalities,
nor analyticity have been assumed above. However, constancy of surface gravity
has been imposed; compare Section 1.3.3.

1.8 The Kerr-de Sitter/Kerr-anti-de Sitter metric

The Kerr-de Sitter (KdS) and the Kerr-anti de Sitter (KAdS) metrics are solu-
tions of the vacuum Einstein equations with a cosmological constant [44]. They
describe an axi-symmetric stationary black hole solving the vacuum Einstein
equations with a positive (KdS) or negative (KAdS) cosmological constant. A
description of some of their global properties can be found in [4, 45, 87]. Our
presentation follows [223].

In Boyer-Lindquist coordinates the metric takes the form [44]15,

g = ρ2
(

1

∆r
dr2 +

1

∆θ
dθ2
)

+
sin2(θ)

ρ2Ξ2
∆θ

(
adt− (r2 + a2)dϕ

)2

15The transformation between the coordinates used in [44] and the Boyer-Lindquist coordi-
nates above is [45, p. 102]

λ = r , µ = a cos(θ) , ψ = 1
aΞ
ϕ , χ+ a2ψ = 1

Ξ
t ,

p = a2 , h = 1− a2Λ
3
, e = 0 , q = 0 .

Note that the papers [44, 45] use the convention that de Sitter corresponds to Λ < 0; in other
words, Carter’s Λ is the negative of ours.
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−∆r
1

ρ2Ξ2

(
dt− a sin2(θ) dϕ

)2
, (1.8.1)

where

ρ2 = r2 + a2 cos2(θ) , (1.8.2)

∆r = (r2 + a2)

(
1− Λ

3
r2
)
− 2mr , (1.8.3)

∆θ = 1 +
a2Λ

3
cos2(θ) , (1.8.4)

Ξ = 1 +
a2Λ

3
, (1.8.5)

with t ∈ R, r ∈ R, and θ, ϕ being the standard coordinates parameterizing the
sphere. Note that the metric functions are only well-defined away from zeros
of ρ and ∆r, and the determinant vanishes at sin(θ) = 0.

When m = 0, g is the de Sitter (Λ > 0; “dS”) or the anti-de Sitter (Λ < 0;
“AdS”) metric: Indeed, for a = 0, and after obvious renaming of coordinates,
one obtains directly the standard form of the (A)dS metric in manifestly static
coordinates (T,R,Θ,Φ):

g(A)dS = −(1− ΛR2

3
)dT 2 +

1

1− ΛR2

3

dR2 +R2
(
dΘ2 + sin2(Θ)dΦ2

)
. (1.8.6)

For a 6= 0 an explicit coordinate transformation which brings the metric to the
form (1.8.6) has been given in [45, p. 102], see also [4, 149]:

T =
t

Ξ
,

R2 =
1

Ξ

(
r2∆θ + a2 sin2(θ)

)
,

R cos(Θ) = r cos(θ) ,

Φ = ϕ− a Λ

3Ξ
t . (1.8.7)

If a = 0 = Λ and m 6= 0 one obtains the Schwarzschild metric. In what
follows we will assume that Λ 6= 0.

When m 6= 0 but a = 0 one obtains the Schwarzschild-de Sitter or the
Schwarzschild-anti de Sitter metric:

gS(A)dS = −(1− ΛR2

3
− 2m

R
)dT 2 +

1

1− ΛR2

3 − 2m
R

dR2 +R2
(
dθ2 + sin2(θ)dϕ2

)
.

(1.8.8)
The parameter m determines its mass

From now on we assume ma 6= 0. When a < 0, we can replace ϕ by −ϕ to
obtain a positive value of a, and therefore, to reduce the number of cases to be
considered, we will assume

a > 0 . (1.8.9)
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With the same reasoning we require

m > 0 ;

for m < 0 a new positive value for m is obtained by replacing r by −r.
The determinant of (1.8.1) is

det(g) = − ρ
4

Ξ4
sin2(θ) (1.8.10)

and the metric is manifestly Lorentzian at r = 0, which shows that (1.8.1) de-
fines a Lorentzian metric on any connected set on which the metric components
remain bounded, i.e., away from zeros of ∆r, the “ring singularity” at ρ = 0,
and the trivial spherical coordinates singularity at θ ∈ {0, π}.

The inverse metric reads

gµν∂µ∂ν = − Ξ2

∆r∆θρ2

((
a2 + r2

)2
∆θ − a2 sin2(θ)∆r

)
∂2t

− 2
Ξ2

∆r∆θρ2
a
((
a2 + r2

)
∆θ −∆r

)
∂t∂ϕ +

∆r

ρ2
∂2r

+
Ξ2

∆r∆θρ2 sin2(θ)

(
∆r − a2 sin2(θ)∆θ

)
∂2ϕ +

∆θ

ρ2
∂2θ . (1.8.11)

Note that

gtt =
grr gθθ gϕϕ

det(g)
= −Ξ4

∆θ
× 1

∆r
× gϕϕ

sin2(θ)

and

sgn(grr) = sgn(∆r) ,

so either r or −r is a time-function when ∆r < 0, and t or −t is a time-function
when ∆r > 0 and gϕϕ > 0. In the region where ∂ϕ is timelike,

{(a2 + r2)∆θ − a2∆r sin2(θ) < 0} ,

which is nonempty for sin(θ) 6= 0, the orbits of the Killing vector ∂ϕ are closed
timelike curves.

The character of the principal orbits of the isometry group R × U(1) is
determined by the sign of the determinant

det

(
gtt gtϕ
gtϕ gϕϕ

)
= −∆r∆θ

Ξ4
sin2(θ) . (1.8.12)

Therefore, for θ = 0 the orbits are either null or one-dimensional, while for θ 6= 0
the orbits are timelike in the regions where ∆r > 0, spacelike where ∆r < 0
and null where ∆r = 0; the last case is only well-defined after the spacetime
has been extended across the zeros of ∆r, which then become Killing horizons.



92 CHAPTER 1. AN INTRODUCTION TO BLACK HOLES

Existence of well-behaved spacelike hypersurfaces requires

a2Λ > −3 , (1.8.13)

which will be assumed in what follows.
The following identities are useful when studying the metrics (1.8.1):

gϕϕ + a sin2(θ)gtϕ =
∆θ

(
a2 + r2

)
sin2(θ)

Ξ2
,

gtϕ + a sin2(θ)gtt = −a∆θ sin2(θ)

Ξ2
,

a gϕϕ +
(
r2 + a2

)
gtϕ =

a∆r sin2(θ)

Ξ2
,

a gtϕ +
(
r2 + a2

)
gtt = −∆r

Ξ2
,

as well as

gttgϕϕ − g2tϕ = −∆r∆θ sin2(θ)

Ξ4
.

1.8.1 Asymptotic behavior

The K(A)dS metrics possess a boundary at infinity à la Penrose: Recall that
a spacetime (M,g) admits a conformal boundary at infinity I if there exists a
spacetime with non-empty boundary (M̃, g̃) such that

1. M is the interior of M̃ and I = ∂M̃ , thus M̃ = M ∪I ;

2. there exists Ω ∈ C∞(M̃) such that (a) g̃ = Ω2g on M , (b) Ω > 0 on M ,
and (c) Ω = 0 and dΩ 6= 0 on I .

This applies to K(A)dS by choosing

Ω =
√
y2 , where y :=

1

r
.

Then

g̃ = Ω2g = y2g = −3
1 + a2y2 cos2(θ)

−3a2y4 + y2 (a2Λ− 3) + Λ + 6my3
dy2

+
3a2∆θy

4 sin2(θ)− 3a2y4 + y2
(
a2Λ− 3

)
+ Λ + 6my3

3 Ξ2 (1 + a2y2 cos2(θ))
dt2

−2a sin2(θ)
a2Λy2

(
a2y2 + 1

)
cos2(θ) + a2Λy2 + Λ + 6my3

3 Ξ2 (1 + a2y2 cos2(θ))
dtdϕ

+ sin2(θ)

(
a4Λy2 + a2y2 cos2(θ)

(
3 Ξ

(
a2y2 + 1

)
− 6my

)

3 Ξ2 (1 + a2y2 cos2(θ))

+
a2
(
Λ + 6my3 + 3y2

)
+ 3

3 Ξ2 (1 + a2y2 cos2(θ))

)
dϕ2 +

1 + a2y2 cos2(θ)

∆θ
dθ2 . (1.8.14)
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All the metric coefficients can now be analytically extended across, and to a
neighborhood of, the set I := {y = 0}. At y = 0 we have

lim
y→0

y2g = − 3

Λ
dy2

+
∆θ sin2(θ)

Ξ2
dϕ2 +

Λ

3Ξ2

(
dt− a sin2(θ)dϕ

)2
+

1

∆θ
dθ2 , (1.8.15)

which is manifestly Lorentzian there, and hence in neighborhood of {y = 0}.
As g̃ on ∂M̃ is

{
Riemannian, for Λ > 0;
Lorentzian, for Λ < 0,

the conformal boundary I is
{

spacelike, if Λ > 0;
timelike, if Λ < 0.
In [45, p.102] it is emphasized that the K(A)dS metrics are asymptotically

(A)dS, in the sense that the metrics approach the (A)dS metric as r goes to
infinity. This can be immediately inferred from (1.8.15), where it is seen that
the metric at y = 0 does not depend upon m, and hence coincides there with the
corresponding conformal rescaling of the (A)dS metric. An explicit construction
proceeds through the Kerr-Schild coordinates: Following [4, 136], we use the
transformation

dτ =
1

Ξ
dt+

2mr(
1− r2Λ

3

)
∆r

dr ,

dφ = dϕ− aΛ

3Ξ
dt+

2mr a

(r2 + a2)∆r
dr (1.8.16)

to obtain

gK(A)dS = g(A)dS +
2mr

ρ2
(kµdx

µ)2 , (1.8.17)

with

g(A)dS = −

(
1− r2Λ

3

)
∆θ

Ξ
dτ2 +

ρ2(
1− r2Λ

3

)
(r2 + a2)

dr2 +
ρ2

∆θ
dθ2

+
(r2 + a2) sin2(θ)

Ξ
dφ2 , (1.8.18)

kµdx
µ =

∆θ

Ξ
dτ +

ρ2(
1− r2Λ

3

)
(r2 + a2)

dr − a sin2(θ)

Ξ
dφ .

The metric g(A)dS is the (A)dS metric in unusual coordinates, which can be
verified by using the coordinate transformation [45, 136]

R2 =
r2∆θ + a2 sin2(θ)

Ξ
, (1.8.19)

R2 sin2(Θ) =
r2 + a2

Ξ
sin2(θ) , (1.8.20)

T = τ , (1.8.21)

Φ = φ (1.8.22)
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between (1.8.18) and the (A)dS metric in static coordinates (1.8.6). The vector
field kµ is null for both g and g(A)dS, as seen by a direct calculation, and tangent
to a null geodesic congruence, as noted in [136].



Chapter 2

Emparan-Reall “black rings”

An interesting class of black hole solutions of the 4 + 1 dimensional stationary
vacuum Einstein equations has been found by Emparan and Reall [112] (see also
[68, 111, 113] and references therein for further studies of the Emparan-Reall
metrics). The metrics are asymptotically Minkowskian in spacelike directions,
with an ergosurface and an event horizon having S1 × S2 cross-sections. (The
“ring” terminology refers to the S1 factor in S1 × S2.) Our presentation is an
expanded version of [112], with a somewhat different labeling of the contants
appearing in the metric; furthermore, the gravitational coupling constant G
from that reference has been set to one here.1

While the mathematical interest of the black ring solutions is clear, their
physical relevance is much less so, because of numerical evidence for their in-
stability [110, 117, 152].

The starting point of the analysis is the following metric:

g = −F (x)

F (y)

(
dt+

√
ν

ξF

ξ1 − y
A

dψ

)2

+
F (y)

A2(x− y)2

[
−F (x)

(
dy2

G(y)
+
G(y)

F (y)
dψ2

)

+F (y)

(
dx2

G(x)
+
G(x)

F (x)
dϕ2

)]
, (2.0.1)

where A > 0, ν, and ξF are constants, and

F (ξ) = 1− ξ

ξF
, (2.0.2)

G(ξ) = νξ3 − ξ2 + 1 = ν(ξ − ξ1)(ξ − ξ2)(ξ − ξ3). (2.0.3)

One can check, e.g. using the Mathematica package xAct [199], that (2.0.1)
solves the vacuum Einstein equations.2 The constant ν is chosen to satisfy
0 < ν < ν∗ = 2/3

√
3. The upper bound is determined by the requirement that

1I am grateful to R. Emparan and H. Reall for allowing me to reproduce their figures.
2I wish to thank Alfonso Garciá-Parrado and José Maria Mart́ın-Garćıa for carrying out

the xAct calculation.
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Figure 2.0.1: Representative plots of F and G.

the three roots ξ1 < ξ2 < ξ3 of G are distinct and real. Note that G(0) = 1 so
that ξ1 < 0. Further G′ = 3νξ2 − 2ξ > 0 for ξ < 0, which implies that ξ2 > 0.
Hence,

ξ1 < 0 < ξ2 < ξ3 .

We will assume that3

ξ2 < ξF < ξ3 .

a definite choice of ξF consistent with this hypothesis will be made shortly. See
Figure 2.0.1 for representative plots.

Requiring that

ξ1 ≤ x ≤ ξ2 (2.0.4)

guarantees G(x) ≥ 0 and F (x) > 0. On the other hand, both G(y) and F (y)
will be allowed to change sign, as we will be working in the ranges

y ∈ (−∞, ξ1] ∪ (ξF ,∞) . (2.0.5)

Incidentally: Explicit formulae for the roots of G can be found, which are not
particularly enlightening. For example, for ν ≥ ν∗ one of the roots reads

α

6ν
+

2

3να
+

1

3ν
, where α =

3

√
−108 ν2 + 8 + 12

√
3
√

27 ν2 − 4ν ,

and a proper understanding of the various roots appearing in this equation also
gives all solutions for 0 ≤ ν < ν∗. Alternatively, in this last range of ν the roots
belong to the set {(zk + 1

2 ) 2
3ν }2k=0, with

zk = cos
(1

3

[
arccos

(
1− 27ν2

2

)
+ 2kπ

])
.

2

Performing affine transformations of the coordinates, one can always achieve

ξ1 = −1 , ξ2 = 1 ,

but we will not impose these conditions in the calculations that follow.

3According to [112], the choice ξF = ξ2 corresponds to the five-dimensional rotating black
hole of [214], with one angular momentum parameter set to zero.
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2.1 x ∈ {ξ1, ξ2}
There is a potential singularity of the G−1(x)dx2 + G(x)F−1(x)dϕ2 terms in
the metric at x = ξ1, which can be handled as follows: consider, first, a metric
of the form

h =
dx2

x− x0
+ (x− x0)f(x)dϕ2 , f(x0) > 0 . (2.1.1)

Introducing
ρ̃ = 2

√
x− x0 , ϕ = λϕ̃ , (2.1.2)

one obtains

h = dρ̃2 +
λ2f

(
x0 + ρ̃2

4

)

4
ρ̃2dϕ̃2 . (2.1.3)

This defines a metric which smoothly extends through ρ̃ = 0 (when f is smooth)
if and only if ϕ̃ is periodically identified with period, say, 2π, and

λ =
2√
f(x0)

. (2.1.4)

Remark 2.1.1 In order to show that (2.1.4) implies regularity, set x1 = ρ̃ cos ϕ̃,
x2 = ρ̃ sin ϕ̃, we then have

h = dρ̃2 + ρ̃2dϕ̃2

︸ ︷︷ ︸
δabdxadxb

+
λ2
(
f
(
x0 + ρ̃2

4

)
− f(x0)

)

4
ρ̃2dϕ̃2

︸ ︷︷ ︸
δabdxadxb−dρ̃2

= δabdx
adxb +

λ2
(
f
(
x0 + ρ̃2

4

)
− f(x0)

)

4

(
δabdx

adxb − ρ̃−2xaxbdxadxb
)
.

As f is smooth, there exists a smooth function s such that

λ2
(
f
(
x0 + ρ̃2

4

)
− f(x0)

)

4
= ρ̃2s(ρ̃2) ,

so that
h =

[(
1 + s(ρ̃2)ρ̃2

)
δab − s(ρ̃2)xaxb

]
dxadxb , (2.1.5)

which is manifestly smooth. This shows sufficiency of (2.1.4).
To show that (2.1.4) is necessary, note that from (2.1.3) we have |Dρ̃|2h = 1.

This implies that the integral curves of Dρ̃ are geodesics starting at {ρ̃ = 0}. When
{ρ̃ = 0} is a regular center one can run backwards a calculation in the spirit of the
one that led to (2.1.5), using normal coordinates centered at ρ̃ = 0 as a starting
point, to conclude that the unit vectors orthogonal to the vector ∂ρ̃ take the form
±χ(ρ̃)∂ϕ̃, where χ(ρ̃)2ρ̃2 →ρ→0 1, and with ∂ϕ̃ having periodic orbits with period
2π. Comparing with (2.1.3), (2.1.4) readily follows. 2

In order to apply the above analysis to the last line of (2.0.1) at x0 = ξ1 we
have

dx2

G(x)
+
G(x)

F (x)
dϕ2 =

=
1

ν(x− ξ2)(x− ξ3)

(
dx2

x− ξ1
+
ν2ξF (x− ξ1)(x− ξ2)2(x− ξ3)2

ξF − x
dϕ2

)

=
1

ν(x− ξ2)(x− ξ3)

(
dρ̃2 +

λ2ν2ξF (x− ξ2)2(x− ξ3)2
4(ξF − x)

ρ̃2dϕ̃2

)
, (2.1.6)
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so that (2.1.4) becomes

λ =
2
√
ξF − ξ1

ν
√
ξF (ξ2 − ξ1)(ξ3 − ξ1)

. (2.1.7)

For further purposes it is convenient to rewrite (2.1.6) as

dx2

G(x)
+
G(x)

F (x)
dϕ2 =

1

H(x)

[
dρ̃2 +

(
1 + s(ρ̃2)ρ̃2

)
ρ̃2dϕ̃2

]
, (2.1.8)

for a smooth function s with, of course,

H(ξ) = ν(ξ − ξ2)(ξ − ξ3) . (2.1.9)

When ξF > ξ2 one can repeat this analysis at x = ξ2, obtaining instead

λ =
2
√
ξF − ξ2

ν
√
ξF (ξ2 − ξ1)(ξ3 − ξ2)

. (2.1.10)

Since the left-hand sides of (2.1.7) and (2.1.10) are equal, so must be the right-
hand sides; their equality determines ξF :

ξF =
ξ1ξ2 − ξ32
ξ1 − 2ξ3 + ξ2

(2.1.11)

(Elementary algebra shows that ξ2 < ξF < ξ3, as desired.) It should be clear
that with this choice of ξF , for y 6= ξ1, the (x, ϕ)–part of the metric (2.0.1)
is a smooth (in fact, analytic) metric on S2, with the coordinate x being the
equivalent of the usual polar coordinate θ on S2, except possibly at those points
where the overall conformal factor vanishes or acquires zeros, which will be
analysed shortly. Anticipating, the set obtained by varying x and ϕ and keeping
y = ξ1 will be viewed as S2 with the north pole x = ξ1 removed.

2.2 Signature

The calculation of the determinant of (2.0.1) reduces to that of a two-by-two
determinant in the (t, ψ) variables, which equals

F 2(x)G(y)

A2(x− y)2F (y)
, (2.2.1)

leading to

det g = −F
2(x)F 4(y)

A8(x− y)8
, (2.2.2)

so the signature is either (− + + + +) or (− − − + +), except perhaps at the
singular points x = y, or F (x) = 0 (which does not happen when ξF > ξ2,
compare (2.0.4)), or F (y) = 0.

Now, F (x) > 0, G(x) > 0 (away from the axes x ∈ {ξ1, ξ2}) thus, by
inspection of (2.0.1), the signature is

(
sign(−F (y)), sign(−G(y)), sign(−F (y)G(y)),+,+

)
. (2.2.3)
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An examination of the four possible cases shows that a Lorentzian signature is
obtained except if F (y) > 0 and G(y) > 0, which occurs for y ∈ (ξ1, ξ2). So y’s
in this last range will not be of interest to us.

We start by considering

y ≤ ξ1 , (2.2.4)

which leads to F (y) > 0 and G(y) ≤ 0.

2.3 y = ξ1

Note that G(ξ1) vanishes; however, it should be clear from what has been said

that −( dy2

G(y) + G(y)
F (y)dψ

2) is a smooth Riemannian metric if (ξ1, ψ) are related to
a new radial variable ρ̂ and a new angular variable ϕ̂ by

ρ̂ = 2
√
ξ1 − y ∈ R

+ , ψ = λϕ̂ ,

with λ given by (2.1.10) and ϕ̂ being 2π-periodic. Analogously to (2.1.8), we
thus have

−
(
dy2

G(y)
+
G(y)

F (y)
dψ2

)
=

1

H(y)

[
dρ̂2 +

(
1 + s(ρ̂2)ρ̂2

)
ρ̂2dϕ̂2

]
. (2.3.1)

Note that the remaining terms in (2.0.1) involving dψ are also well behaved:
indeed, if we set x̂1 = ρ̂ cos ϕ̂, x̂2 = ρ̂ sin ϕ̂, then

(ξ1 − y)dψ =
λρ̂2

4
dϕ̂ =

λ

4
(x̂1dx̂2 − x̂2dx̂1) ,

which is again manifestly smooth.

2.4 Asymptotic flatness

We turn our attention now to the singularity x = y. Given our ranges of
coordinates, this only occurs for x = y = ξ1. So, at this stage, the coordinate
t parameterises R, the coordinates (y, ψ) are (related to polar) coordinates on
R
2, the coordinates (x, ϕ) are coordinates on S2. If we think of x = ξ1 as being

the north pole of S2, and we denote it by N , then g is an analytic metric on

R︸︷︷︸
t

×
(

( R
2

︸︷︷︸
y,ψ⇔ρ̂,ϕ̂

× S2
︸︷︷︸

x,ϕ⇔ρ̃,ϕ̃

) \ ({0} × {N})
)
.

Before passing to a detailed analysis of the metric for x and y close to ξ1,
it is encouraging to examine the leading order behavior of the last two lines in
(2.0.1). Recall that (2.1.2) with x0 = ξ1 gives x = ξ1 + ρ̃2/4, and using (2.1.8)
we rewrite the last line of (2.0.1), for small ρ̃,

F (y)2

A2(x− y)2

(
dx2

G(x)
+
G(x)

F (x)
dϕ2

)
≈ F (ξ1)2

A2H(ξ1)(x− y)2
(
dρ̃2 + ρ̃2dϕ̃2

)
.
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Similarly, with y = ξ1− ρ̂2/4, and with ρ̂ small, the second line of (2.0.1) reads,
keeping in mind (2.3.1),

− F (x)F (y)

A2(x− y)2

(
dy2

G(y)
+
G(y)

F (y)
dψ2

)
≈ F (ξ1)2

A2H(ξ1)(x− y)2
(
dρ̂2 + ρ̂2dϕ̂2

)
.

Since x− y = (ρ̃2 + ρ̂2)/4, adding one obtains

16F (ξ1)2

A2H(ξ1)
× 1

(ρ̃2 + ρ̂2)2
(
dρ̃2 + ρ̃2dϕ̃2 + dρ̂2 + ρ̂2dϕ̂2

)
.

Up to an overall constant factor, this is a flat metric on R
4, to which a Kelvin

inversion ~x 7→ ~x/|~x|2 has been applied, rewritten using polar coordinates in
two orthogonal planes.

We pass now to a complete analysis. Near the singular set R× {0} × {N},
Emparan and Reall replace (ρ̃, ρ̂) by new radial variables (r̃, r̂) defined as

r̃ =
ρ̃

B(ρ̃2 + ρ̂2)
, r̂ =

ρ̂

B(ρ̃2 + ρ̂2)
, (2.4.1)

where B is a constant which will be determined shortly. This is inverted as

ρ̃ =
r̃

B(r̃2 + r̂2)
, ρ̂ =

r̂

B(r̃2 + r̂2)
. (2.4.2)

It is convenient to set
r =

√
r̃2 + r̂2 .

We note

x = ξ1 +
ρ̃2

4
= ξ1 +

r̃2

4B2r4
, y = ξ1 −

ρ̂2

4
= ξ1 −

r̂2

4B2r4
,

x− y =
1

4B2r2
.

This last equation shows that x− y → 0 corresponds to r →∞.
Inserting (2.1.8) and (2.3.1) into (2.0.1) we obtain

g = −F (x)

F (y)

(
dt +

√
ν

ξF

ξ1 − y
A

dψ

)2

+
F (y)

A2(x− y)2H(x)H(y)

[
F (x)H(x)

(
dρ̂2 + (1 + s(ρ̂2)ρ̂2)ρ̂2dϕ̂2

)

+F (y)H(y)

(
dρ̃2 + (1 + s(ρ̃2)ρ̃2)ρ̃2dϕ̃2

)]
. (2.4.3)

The simplest terms arise from the first line above:

−ξF − ξ1 −
r̃2

4B2r4

ξF − ξ1 + r̂2

4B2r4

(
dt + λ

√
ν

ξF

1

4AB2r4
r̂2dϕ̂

)2

= −
(

1− 1

4(ξF − ξ1)B2r2
+O(r−4)

)(
dt+O(r−4)r̂2dϕ̂

)2

. (2.4.4)



2.4. ASYMPTOTIC FLATNESS 101

In order to analyse the remaining terms, one needs to carefully keep track of all
potentially singular terms in the metric: in particular, one needs to verify that
the decay of the metric to the flat one is uniform with respect to directions,
making sure that no problems arise near the rotation axes r̂ = 0 and r̃ = 0. So
we write the ϕ̂2 and the ϕ̃2 terms from the last two lines of (2.4.3) as

gϕ̂ϕ̂dϕ̂
2 + gϕ̃ϕ̃dϕ̃

2 =
F (y)

A2(x− y)2H(x)H(y)

[
F (x)H(x)

(
1 + s(ρ̂2)ρ̂2

)
ρ̂2dϕ̂2

+F (y)H(y)
(

1 + s(ρ̃2)ρ̃2
)
ρ̃2dϕ̃2

]

=
16B2F (y)

A2H(x)H(y)

[
F (x)H(x)

(
1 +O(r−4)r̂2

)
r̂2dϕ̂2

+F (y)H(y)
(

1 +O(r−4)r̃2
)
r̃2dϕ̃2

]
. (2.4.5)

From

dρ̃ =
1

Br4

(
(r̂2 − r̃2)dr̃ − 2r̃r̂dr̂

)
, dρ̂ =

1

Br4

(
(r̃2 − r̂2)dr̂ − 2r̃r̂dr̃

)
,

one finds

gr̂r̂ =
(4B)2F (y)

A2H(x)H(y)r4

(
F (x)H(x)(r̂2 − r̃2)2 + 4F (y)H(y)r̂2r̃2

)

=
(4B)2F (y)

A2H(x)H(y)

(
F (x)H(x) + 4(F (y)H(y) − F (x)H(x))

r̂2r̃2

r4

)

=
(4B)2F (y)

A2H(x)H(y)

(
F (x)H(x) +O(r−4)r̂2

)
, (2.4.6)

gr̃r̃ =
(4B)2F (y)

A2H(x)H(y)r4

(
F (y)H(y)(r̂2 − r̃2)2 + 4F (x)H(x)r̂2r̃2

)

=
(4B)2F (y)

A2H(x)H(y)

(
F (y)H(y) +O(r−4)r̃2

)
, (2.4.7)

gr̃r̂ =
2(4B)2F (y)

A2H(x)H(y)r4
r̂r̃(r̃2 − r̂2)(F (y)H(y) − F (x)H(x))

= O(r−4)r̂r̃ . (2.4.8)

It is clearly convenient to choose B so that

(4B)2F 2(ξ1)

A2H(ξ1)
= 1 ,

and with this choice (2.4.4)-(2.4.8) give

g = −
(

1 +O(r−2)
)(
dt+O(r−4)r̂2dϕ̂

)2
+O(r−4) r̃dr̃ r̂dr̂

+
(

1 +O(r−2)
)(
dr̂2 + r̂2dϕ̂2

)
+O(r−4)r̂4dϕ̂2

+
(

1 +O(r−2)
)(
dr̃2 + r̃2dϕ̃2

)
+O(r−4)r̃4dϕ̃2 . (2.4.9)
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To obtain a manifestly asymptotically flat form one sets

ŷ1 = r̂ cos ϕ̂ , ŷ2 = r̂ sin ϕ̂ , ỹ1 = r̃ cos ϕ̃ , ỹ2 = r̃ sin ϕ̃ ,

then

r̂dr̂ = ŷ1dŷ1 + ŷ2dŷ2 , r̂2dϕ̂ = ŷ1dŷ2 − ŷ2dŷ1 ,
r̃dr̃ = ỹ1dỹ1 + ỹ2dỹ2 , r̃2dϕ̃ = ỹ1dỹ2 − ỹ2dỹ1 ,

Introducing (xµ) = (t, ŷ1, ŷ2, ỹ1, ỹ2), (2.4.9) gives indeed an asymptotically flat
metric:

g =
(
ηµν +O(r−2)

)
dxµdxν .

2.5 y → ±∞
In order to understand the geometry when y → −∞, one replaces y by

Y = −1/y .

Surprisingly, the metric can be analytically extended across {Y = 0} to negative
Y : indeed, we have

g = −F (x)

[
dt2

F (y)
+ 2

√
ν

ξF

ξ1 − y
AF (y)

dtdψ

+
1

A2

(ν(ξ1 − y)2

ξF − y
+

G(y)

(x− y)2

)
dψ2 +

F (y)y4

A2(x− y)2G(y)
dY 2

]

+
F 2(y)

A2(x− y)2

(
dx2

G(x)
+
G(x)

F (x)
dϕ2

)

−→y→−∞

−F (x)

[
2

√
νξF
A

dtdψ − 2νξ1 + 2νx− 1− νξF
A2

dψ2 +
1

A2νξF
dY 2

]

+
1

A2ξ2F

(
dx2

G(x)
+
G(x)

F (x)
dϕ2

)]
. (2.5.1)

Calculating directly, or using (2.2.2) and the transformation law for det g, one
has

det g = −F
2(x)F 4(y)y4

A8(x− y)8
−→y→−∞ −

F 2(x)

A8ξ4F
, (2.5.2)

which shows that the metric remains non-degenerate up to {Y = 0}. Further,
one checks that all functions in (2.5.1) extend analytically to small negative Y ;
e.g.,

g(∂t, ∂t) = gtt = −F (x)

F (y)
= −ξF − x

ξF − y
= −(ξF − x)Y

Y ξF + 1
, (2.5.3)

etc.
To take advantage of the work done so far, in the region Y < 0 we replace

Y by a new coordinate
z = −Y −1 > 0 ,
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obtaining a metric which has the same form as (2.0.1):

g = −F (x)

F (z)

(
dt+

√
ν

ξF

ξ1 − z
A

dψ

)2

+
F (z)

A2(x− z)2

[
−F (x)

(
dz2

G(z)
+
G(z)

F (z)
dψ2

)

+F (z)

(
dx2

G(x)
+
G(x)

F (x)
dϕ2

)]
. (2.5.4)

By continuity, or by (2.2.3), the signature remains Lorentzian, and (taking into
account our previous analysis of the zeros of G(x)) the metric is manifestly
regular in the range

ξ3 < z <∞ . (2.5.5)

2.6 Ergoregion

Note that the “stationary” Killing vector

X := ∂t ,

which was timelike in the region Y > 0, is now spacelike in view of (2.5.3).
In analogy with the Kerr solution, the part of the region where X is spacelike
which lies outside of the black hole is called an ergoregion. (The fact that
{ξx < z < ξF} lies outside of the black hole region will be justified shortly.)

Since g(X,X) = 0 on the hypersurface {Y = 0}, this hypersurface is part
of the boundary of the ergoregion, and the question arises whether or not this
is a Killing horizon. Recall that, by definition, a Killing vector X is normal to
its Killing horizon; in other words, it is orthogonal to every vector tangent to
the Killing horizon (compare Appendix A.22). But, from (2.5.4) we find

g(∂t, ∂ψ) = −
√

ν

ξF

F (x)(ξ1 − z)
AF (z)

= −
√

ν

ξF

F (x)(ξ1 − z)ξF
A(ξF − z)

= −
√

ν

ξF

F (x)(ξ1 + Y −1)ξF
A(ξF + Y −1)

= −
√

ν

ξF

F (x)(ξ1Y + 1)ξF
A(ξFY + 1)

→Y→0 −
√

ν

ξF

F (x)ξF
A

.

Since ∂ψ is tangent to {Y = 0}, and since this last expression is not identically
zero, we conclude that ∂t is not normal to {Y = 0}. Hence {Y = 0} is not
a Killing horizons. Now, the part of the boundary of an ergoregion which lies
outside the black hole is called an ergosurface. In the current case its topology
is S1 × S2: the factor S1 corresponds to the rotations generated by ψ, and the
factor S2 corresponding to the spheres coordinatized by x and ϕ. Note that
in the Kerr solution the ergosurface “touches” the event horizon at the axis of
rotation, while here the event horizon and the ergosurface are separated by an
open set.
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2.7 Black ring

The metric (2.5.4) has a problem at z = ξ3 because G(ξ3) = 0. We have already
shown how to solve that in regions where F was positive, but now F (z) < 0 so
the previous analysis does not apply. Instead we replace ψ by a new (periodic)
coordinate χ defined as

dχ = dψ +

√
−F (z)

G(z) dz . (2.7.1)

However, this coordinate transformation wreaks havoc in the first line of (2.7.5).
This is fixed if we replace t with a new coordinate v:

dv = dt+
√

ν
ξF

(z − ξ1)
√

−F (z)

AG(z) dz . (2.7.2)

Incidentally: The integrals above can be evaluated explicitly; for example, in
(2.7.2) we have

∫ √
z − ξF

(z − ξ2)(z − ξ3)
dz =

√
ξ3 − ξF
ξ3 − ξ2

ln(z − ξ3) +H(z), (2.7.3)

where H is an analytic function defined in (ξF ,∞):

H(z) =
2

ξ3 − ξ2

[
√
ξF − ξ2 arctan

(√
z − ξF
ξF − ξ2

)
−
√
ξ3 − ξF ln

(√
z − ξF +

√
ξ3 − ξF

)]
.

(2.7.4)
2

In the (v, x, z, χ, φ)–coordinates the metric takes the form

ds2 = −F (x)

F (z)

(
dv −

√
ν

ξF

z − ξ1
A

dχ

)2

+
1

A2(x− z)2

[
F (x)

(
−G(z)dχ2 + 2

√
−F (z)dχdz

)

+F (z)2
(
dx2

G(x)
+
G(x)

F (x)
dϕ2

)]
. (2.7.5)

This is regular at

E := {z = ξ3} ,
and the metric can be analytically continued into the region ξF < z ≤ ξ3. One
can check directly from (2.7.5) that g(∇z,∇z) vanishes at E . However, it is
simplest to use (2.5.4) to obtain

g(∇z,∇z) = gzz = −A
2(x− z)2G(z)

F (x)F (z)
(2.7.6)

in the region {z > ξ3}, and to invoke analyticity to conclude that this equation
remains valid on {z > ξF }. Equation (2.7.6) shows that E is a null hypersurface,
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with z being a time function on {z < ξ3}, which is contained in a black hole
region by the usual arguments (compare the paragraph around (1.6.21)).

We wish to show that {z = ξ3} is the event horizon: this will follow if
we show that there is no event horizon enclosing the region z < ξ3. For this,
consider the “area function”, defined as the determinant, say W , of the matrix

g(Ki,Kj) ,

where the Ki’s, i = 1, 2, 3, are the Killing vectors equal to ∂t, ∂ψ, and ∂ϕ in the
asymptotically flat region. In the original coordinates of (2.0.1) this equals

F (x)G(x)F (y)G(y)

A4(x− y)4
, (2.7.7)

with an identical expression where z replaces y in the coordinates of (2.5.4).
By analyticity, or a direct calculation, this formula is not affected by the intro-
duction of the coordinates of (2.7.5). Now,

F (y)G(y) =
ν

ξF
(ξF − y)(y − ξ1)(y − ξ2)(y − ξ3) ,

and, in view of the range (2.0.4) of the variable x, the sign of (2.7.7) depends
only upon the values of y and z. Since F (y)G(y) behaves as −νy4 for large
y, W is negative both for y < ξ1 and for z > ξ3. Hence, at each point p of
those two regions the set of vectors in TpM spanned by the Killing vectors is
timelike. So, suppose for contradiction, that the event horizon H intersects the
region {y ∈ [−∞, ξ1) ∪ z ∈ (ξ3,∞]}. Since H is a null hypersurface invariant
under isometries, every Killing vector is tangent to H . However, at each point
at which W is negative there exists a linear combination of the Killing vectors
which is timelike. This gives a contradiction because no timelike vector can be
tangent to a null hypersurface.

We conclude that {z = ξ3} forms indeed the event horizon, with topology
R× S1 × S2: this is a “black ring”.

2.8 Some further properties

It follows from (2.7.5) that the Killing vector field

ξ =
∂

∂v
+

A
√
ξF√

ν(ξ3 − ξ1)
∂

∂χ
=

∂

∂t
+

A
√
ξF√

ν(ξ3 − ξ1)
∂

∂ψ
(2.8.1)

is light-like at E , which is therefore a Killing horizon. Equation (2.8.1) shows
that the horizon is “rotating”, with angular velocity

ΩE =
A
√
ξF

λ(ξ3 − ξ1)
√
ν

=
A
√
νξF (ξ2 − ξ1)

2
√
ξF − ξ1

; (2.8.2)

recall that λ has been defined in (2.1.10). More precisely, in the coordinate
system (v, χ, z, x, ϕ) the generators of the horizon are the curves

s 7→ (v + s, χ+ λΩE s, ξ3, x, ϕ) .
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We wish, next, to calculate the surface gravity of the Killing horizon E . For
this we start by noting that

ξ♭ = gµνξ
µdxν = gvµdx

ν + λΩE gχνdx
ν

= −F (x)

F (z)

(
1− λΩE

√
ν

ξF

z − ξ1
A

)(
dv −

√
ν

ξF

z − ξ1
A

dχ

)

+
1

A2(x− z)2λΩEF (x)
(
−G(z)dχ +

√
−F (z)dz

)

= − F (x)(ξ3 − z)
F (z)(ξ3 − ξ1)

(
dv −

√
ν

ξF

z − ξ1
A

dχ

)

+
1

A2(x− z)2λΩEF (x)
(
−G(z)dχ +

√
−F (z)dz

)

= |z=ξ3
λΩEF (x)

√
−F (ξ3)

A2(x− ξ3)2
dz , (2.8.3)

g(ξ, ξ) = −F (x)

F (z)

(
1− λΩE

√
ν

ξF

z − ξ1
A

)2

− λ2Ω2
E
F (x)G(z)

A2(x− z)2

= − F (x)(ξ3 − z)2
F (z)(ξ3 − ξ1)2

− λ2Ω2
E
F (x)G(z)

A2(x− z)2 ,

d(g(ξ, ξ))|z=ξ3 = − λ2Ω2
E
F (x)

A2(x− ξ3)2
G′(ξ3)dz = −2κξ♭ . (2.8.4)

Comparing (2.8.3) with (2.8.4) we conclude that

κ =
λΩEG

′(ξ3)

2
√
−F (ξ3)

=
A
√
ν

2

ξF (ξ3 − ξ2)√
ξ3 − ξF

. (2.8.5)

Since κ 6= 0, one can further extend the spacetime obtained so far to one
which contains a bifurcate Killing horizon, and a white hole region; we present
the construction in Section 2.9 below. The global structure of the resulting
spacetime resembles somewhat that of the Kruskal-Szekeres extension of the
Schwarzschild solution.

The plot of ΩH and κ (as well as some other quantities of geometric interest)
in terms of ν can be found in Figure 2.8.1.

It is essential to understand the nature of the orbits of the isometry group,
e.g. to make sure that the domain of outer communications does not contain
any closed timelike curves. We have:

• The Killing vector ∂t is timelike iff

F (y) > 0⇐⇒ y < ξF ;

• The Killing vector ∂ϕ is always spacelike;

• From (2.0.1) we have

g(∂ψ , ∂ψ) =
νF (x)(ξ1 − y)

A2(x− y)2(ξF − y)
×

×
(

(ξF − y)(ξ2 − y)(ξ3 − y)− (ξ1 − y)(x− y)2
)

︸ ︷︷ ︸
(∗)

. (2.8.6)
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0 ν∗

A

Ro

Ri

0 ν∗

κ ΩH

Figure 2.8.1: Plots, as functions of ν at fixed total mass m, of the radius of
curvature Ri at x = ξ2 of the S1 factor of the horizon, the curvature radius Ro
at x = ξ1, total area A of the ring, surface gravity κ, and angular velocity at
the horizon ΩH . All quantities are rendered dimensionless by dividing by an
appropriate power of m. Figure from [112].

For y < ξ1 we can write

(ξF − y)︸ ︷︷ ︸
≥(x−y)

(ξ2 − y)︸ ︷︷ ︸
>(ξ1−y)

(ξ3 − y)︸ ︷︷ ︸
>(x−y)

> (ξ1 − y)(x− y)2 ,

which leads to gψψ ≥ 0. Similarly, for y > ξ3,

(y − ξF )︸ ︷︷ ︸
≤(y−x)

(y − ξ2)︸ ︷︷ ︸
<(y−ξ1)

(y − ξ3)︸ ︷︷ ︸
<(y−x)

< −(ξ1 − y)(x− y)2 ,

so that ∂ψ is spacelike or vanishing throughout the domain of outer com-
munications.

• The metric induced on the level sets of t has the form

gyydy
2 + gψψdψ

2 + gxxdx
2 + gϕϕdϕ

2 . (2.8.7)

We have just seen that gψψ is non-negative, and gxx and gϕϕ also are for
x in the range (2.0.4). Further

gyy = − F (x)F (y)

A2(x− y)2G(y)
=

F (x)

A2(x− y)2ξF ν
× (y − ξF )

(y − ξ1)(y − ξ2)(y − ξ3)
,

an expression which is again non-negative in the ranges of interest. It
follows that the hypersurfaces {t = const} are spacelike.

• •2.8.1 The main topological features of the manifold M constructed so far•2.8.1:

are summarised in Figure 2.8.3, see also Figure 2.8.2. One thus finds

M = R×
[(

R
2 × S2

)
\ (~0, N)︸ ︷︷ ︸

=:io

]
,

where ~0 is the origin of R2, and N is the north pole of S2, with the first R
factor corresponding to time. The point io which has been removed from
the R

2 × S2 factor can be thought of as representing “spatial infinity”.
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x = −1 x = +1

x

ψ y

y = −1/ν

y = −1

x = const

Figure 2.8.2: Coordinate system for black ring metrics, from [111]. The diagram
sketches a section at constant t and ϕ. Surfaces of constant y are ring-shaped, while x
is a polar coordinate on S2. Infinity lies at x = y = −1.

Incidentally: The metric h induced on the sections of the horizon {v = const , z =
ξ3} can be obtained from (2.8.7) by first neglecting the dy2 terms, and then passing
to the limit y → ξ3. (By general arguments, or by a direct calculation from (2.7.5),
this coincides with the metric of the sections {v = const} of the event horizon E .)
One finds

h =
λ2ν(ξF − x)(ξ3 − ξ1)2

ξFA2(ξ3 − ξF )
dϕ̂2 +

F 2(ξ3)

A2(x− ξ3)2

(
dx2

G(x)
+
λ2G(x)

F (x)
dϕ̃2

)
,

so that (recall (2.1.10))

√
deth =

λ2ν1/2(ξ3 − ξF )3/2(ξ3 − ξ1)

ξ2FA
3(x− ξ3)2

=
4(ξ3 − ξF )3/2(ξF − ξ1)

A3ν3/2ξ3F (ξ3 − ξ1)2(ξ2 − ξ1)2
× 1

(x− ξ3)2
.

By integration in x ∈ (ξ1, ξ2) and in the angular variables ϕ̃, ϕ̂ ∈ (0, 2π) one obtains
the area of the sections of the event horizon:

A =
16π2

A3ν3/2
(ξ3 − ξF )3/2(ξF − ξ1)

ξ3F (ξ3 − ξ2)(ξ2 − ξ1)(ξ3 − ξ1)2
. (2.8.8)

2

If ν = ν∗ then the black ring and the black hole degenerate to the same
solution with ξ2 = ξF = ξ3. This is the µ = a2 limit of the five-dimensional
rotating black hole, for which the horizon disappears, and is replaced by a naked
singularity.

The mass m and the angular momentum J can be calculated using Komar
integrals:

m =
3π

2A2

ξF − ξ1
νξ21(ξ2 − ξ1)(ξ3 − ξ1)

, (2.8.9)
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x

io

−∞← y

z →∞

z = ξF — event horizon

ergosurface

y = ξ1 (rotation axis)

North pole x = ξ2

South pole x = ξ1

Figure 2.8.3: Space sections of the Emparan-Reall black holes, with the angular
variables ϕ and ψ suppressed. The x variable runs along the vertical axis, the y
variable runs along the horizontal axis to the right of the ergosurface, while the
z coordinate is used horizontally to the left of the ergosurface. io is the point
at infinity.

J =
2π

A3

(ξF − ξ1)5/2

ν3/2ξ3F (ξ2 − ξ1)2(ξ3 − ξ1)2
. (2.8.10)

Thus, m and J are rather complicated functions of the independent parameters
A and ν in view of (2.1.11).

Recall that the spin of the Myers-Perry five-dimensional black holes is
bounded from above [214]:

J2

m3
<

32

27π
. (2.8.11)

The corresponding ratio for the solutions here is

J2

m3
=

32

27π

(ξ3 − ξ1)3

(2ξ3 − ξ1 − ξ2)2(ξ2 − ξ1)
. (2.8.12)

These ratios are plotted as a function of ν in Figure 2.8.4. Rather surprisingly,
this ratio is bounded from below :

J2

m3
> 0.8437

32

27π
. (2.8.13)
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0.2164 ν∗

1
0.8437

0

Figure 2.8.4: (27π/32)J2/m3 as a function of ν. The solid line corresponds to
the Emparan-Reall solutions, the dashed line to the Myers-Perry black holes.
The two dotted lines delimit the values for which both solutions with the same
mass and spin exist. From [112].

For 0.2164 < ν < ν∗, there are two black ring solutions with the same
values of m and J (but different A). Moreover, these satisfy the bound (2.8.11)
so there is also a black hole with the same values of m and J . This implies
that the uniqueness theorems valid in four dimensions do not have a simple
generalisation to five dimensions, compare [154].

Some algebra shows that the quantities m,J,ΩH , κ and A satisfy a Smarr
relation

m =
3

2

(
κA
8π

+ ΩHJ

)
. (2.8.14)

2.9 A Kruskal-Szekeres type extension

So far we have seen how to construct an Eddington-Finkelstein type extension
of the ER metric (2.0.1) across a Killing horizon. We will denote by (MI∪II , g)
that extension. We will denote by (MI , g) the subset of (MI∪II , g) exterior to
the Killing horizon, see Figure 2.9.1, p. 114.

To construct a Kruskal-Szekeres type extension we follow [71] and consider,
first, the form of the metric (2.5.4) with the coordinate z in the range z ∈
(ξ3,∞). There we define new coordinates w, v by the formulae

dv = dt +
bdz

(z − ξ3)(z − ξ0)
, dw = dt− bdz

(z − ξ3)(z − ξ0)
, (2.9.1)

where b and ξ0 are constants to be chosen shortly. Similarly to the construction
of the extension of the Kerr metric in [32, 43], we define a new angular coordinate
ψ̂ by:

dψ̂ = dψ − adt , (2.9.2)
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where a is a constant to be chosen later. Let

σ :=
1

A

√
ν

ξF
. (2.9.3)

Using (2.9.1)–(2.9.2), we obtain

dt = 1
2(dv + dw) , (2.9.4)

dz =
(z − ξ3)(z − ξ0)

2b︸ ︷︷ ︸
=:H(z)/2

(dv − dw) , dψ = dψ̂ + a
2 (dv + dw) , (2.9.5)

which leads to

gvv = gww = − F (x)

4F (z)

(
1 + aσ(ξ1 − z)

)2
− F (x)F (z)

4A2(x− z)2
(
a2G(z)

F (z)
+
H2(z)

G(z)

)
,

(2.9.6)

gvw = − F (x)

4F (z)

(
1 + aσ(ξ1 − z)

)2
− F (x)F (z)

4A2(x− z)2
(
a2G(z)

F (z)
− H2(z)

G(z)

)
, (2.9.7)

gvψ̂ = gwψ̂ = − F (x)

2F (z)
σ(ξ1 − z)

(
1 + aσ(ξ1 − z)

)
− F (x)G(z)a

2A2(x− z)2 , (2.9.8)

gψ̂ψ̂ = −F (x)

F (z)
σ2(ξ1 − z)2 −

F (x)G(z)

A2(x− z)2 . (2.9.9)

The Jacobian of the coordinate transformation is

∂(w, v, ψ̂, x, ϕ)

∂(t, z, ψ, x, ϕ)
= 2

∂v

∂z
=

2b

(z − ξ2)(z − ξ3)
.

In the original coordinates (t, z, ψ, x, ϕ) the determinant of g was

det(g(t,z,ψ,x,ϕ)) = −F
2(x)F 4(z)

A8(x− z)8 , (2.9.10)

so that in the new coordinates it reads

det(g(w,v,ψ̂,x,ϕ)) = −F
2(x)F 4(z)(z − ξ2)2(z − ξ3)2

4A8b2(x− z)8 . (2.9.11)

This last expression is negative on (ξF ,∞) \ {ξ3}, and has a second order zero
at z = ξ3. In order to remove this degeneracy one introduces

v̂ = exp(cv) , ŵ = − exp(−cw) , (2.9.12)

where c is some constant to be chosen. Hence we have

dv̂ = cv̂dv , dŵ = −cŵdw , (2.9.13)

and the determinant in the coordinates (ŵ, v̂, ψ̂, x, ϕ) reads

det(g(ŵ,v̂,ψ̂,x,ϕ)) = −F
2(x)F 4(z)(z − ξ2)2(z − ξ3)2

4A8b2(x− z)8c4v̂2ŵ2
. (2.9.14)
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But one has v̂2ŵ2 = exp(2c(v − w)), so that

v̂2ŵ2 = exp

(
4cb

∫
1

(z − ξ2)(z − ξ3)
dz

)

= exp

(
4cb

(ξ3 − ξ2)
(ln(z − ξ3)− ln(z − ξ2))

)
. (2.9.15)

Taking into account (2.9.15), and the determinant (2.9.14), we choose the con-
stant c to satisfy:

2cb

(ξ3 − ξ2)
= 1 . (2.9.16)

We obtain

v̂ŵ = −z − ξ3
z − ξ2

, (2.9.17)

and

det(g(ŵ,v̂,ψ̂,x,ϕ)) = −F
2(x)F 4(z)(z − ξ2)4
4A8b2(x− z)8c4 . (2.9.18)

With this choice, the determinant of g in the (ŵ, v̂, ψ̂, x, ϕ) coordinates extends
to a strictly negative analytic function on {z ∈ (ξF ,∞)}. In fact, z is an analytic
function of v̂ŵ on {v̂ŵ 6= −1} (that last set corresponds to z = ∞ ⇔ Y = 0,
we will return to this shortly):

z =
ξ3 + ξ2v̂ŵ

1 + v̂ŵ
. (2.9.19)

In the (ŵ, v̂, ψ̂, x, ϕ) coordinates, one obtains the coefficients of the metric from
(2.9.13) using

gv̂v̂ = 1
c2v̂2

gvv , gŵŵ = 1
c2ŵ2 gww ,

gv̂ŵ = − 1
c2v̂ŵ

gvw , gv̂ψ̂ = 1
cv̂gvψ̂ , gŵψ̂ = − 1

cŵgwψ̂ . (2.9.20)

In order to show that the coefficients of the metric are analytic on the set

{
ŵ, v̂ | z(v̂ŵ) > ξF

}
=
{
ŵ, v̂ | − 1 < v̂ŵ <

ξ3 − ξF
ξF − ξ2

}
(2.9.21)

it is convenient to write

gv̂v̂ =
1

c2v̂2ŵ2
ŵ2gvv , gŵŵ =

1

c2v̂2ŵ2
v̂2gww ,

gv̂ŵ = − 1

c2v̂ŵ
gvw , gv̂ψ̂ =

1

cv̂ŵ
ŵgvψ̂ , gŵψ̂ = − 1

cv̂ŵ
v̂gwψ̂ . (2.9.22)

Hence, to make sure that all the coefficients of metric are well behaved at
{ŵ, v̂ ∈ R | z = ξ3} (i.e. v̂ = 0 or ŵ = 0), it suffices to check that there is a
multiplicative factor (z − ξ3)2 in gvv = gww, as well as a multiplicative factor
(z − ξ3) in gvw and in gvψ̂ = gwψ̂. In view of (2.9.6)–(2.9.9), one can see that

this will be the case if , first, a is chosen so that 1 + aσ(ξ1 − z) = aσ(ξ3 − z),
that is

a =
1

σ(ξ3 − ξ1)
, (2.9.23)
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and then, if ξ0 and b and chosen such that

0 = −a
2νξF (ξ3 − ξ1)(ξ3 − ξ2)

ξ3 − ξF
+

(ξ3 − ξ0)2
νb2(ξ3 − ξ1)(ξ3 − ξ2)

. (2.9.24)

With the choice ξ0 = ξ2, (2.9.24) will hold if we set

b2 =
(ξ3 − ξF )

ν2a2ξF (ξ3 − ξ1)2
. (2.9.25)

So far we have been focussing on the region z ∈ (ξF ,∞), which overlaps
only with part of the manifold “{z ∈ (ξ3,∞] ∪ [−∞, ξ1]}”. A well behaved
coordinate on that last region is Y = −1/z. This allows one to go smoothly
through Y = 0 in (2.9.17):

v̂ŵ = −1 + ξ3Y

1 + ξ2Y
⇐⇒ Y = − 1 + v̂ŵ

ξ3 + ξ2v̂ŵ
. (2.9.26)

In other words, v̂ŵ extends analytically to the region of interest, 0 ≤ Y ≤ −1/ξ1
(and in fact beyond, but this is irrelevant to us). Similarly, the determinant
det(g(ŵ,v̂,ψ̂,x,ϕ)) extends analytically across Y = 0, being the ratio of two poly-

nomials of order eight in z (equivalently, in Y ), with limit

det(g(ŵ,v̂,ψ̂,x,ϕ))→z→∞ −
F 2(x)

4A8b2c4ξ4F
. (2.9.27)

We conclude that the construction so far produces an analytic Lorentzian metric
on the set

Ω̂ :=
{
ŵ, v̂ | − ξ3 − ξ1

ξ2 − ξ1
≤ v̂ŵ <

ξ3 − ξF
ξF − ξ2

}
× S1

ψ̂
× S2

(x,ϕ) , (2.9.28)

Here a subscript on Sk points to the names of the corresponding local variables.

The map
(ŵ, v̂, ψ̂, x, ϕ) 7→ (−ŵ,−v̂,−ψ̂, x,−ϕ) (2.9.29)

is an orientation-preserving analytic isometry of the analytically extended met-
ric on Ω̂. It follows that the manifold

M̂

obtained by gluing together Ω̂ and two isometric copies of (MI , g) can be
equipped with the obvious Lorentzian metric, denoted by ĝ, which is further-
more analytic. The second copy of (MI , g) will be denoted by (MIII , g); com-
pare Figure 2.9.1. The reader should keep in mind the polar character of the
coordinates around the relevant axes of rotation, and the special character of
the “point at infinity” z = ξ1 = x.

2.10 Global structure

Our discussion of the global structure of (M̂ , ĝ) follows closely [71].
The reader is referred to [71] for a rather involved proof of global hyperbol-

icity of M̂ .
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PSfrag replacements

z = ξF

z = ξF

z = ξ3

MI

MII

MIII

MIV

I
+
I

I
−
I

I
+
III

I
−
III

Figure 2.9.1: M̂ with its various subsets. For example, MI∪II is the union of
MI and of MII and of that part of {z = ξ3} which lies in the intersection of their
closures; this is the manifold constructed in [112]. Very roughly speaking, the
various I ’s correspond to x = z = ξ1. It should be stressed that this is neither
a conformal diagram, nor is the spacetime a product of the figure times S2×S1:
MI cannot be the product of the depicted diamond with S2×S1, as this product
is not simply connected, while MI is. But the diagram represents accurately
the causal relations between the various MN ’s, as well as the geometry near the
bifurcate horizon z = ξF , as the manifold does have a product structure there.

2.10.1 The event horizon has S2 × S1 × R topology

The analysis in Section 2.9 shows that the set

E := {z = ξ3}

is a bifurcate Killing horizon. In this section we wish to show that a subset of
E is actually a black-hole event horizon, with S2 × S1 ×R topology.

Now,

g(∇z,∇z) = gzz = −A
2(x− z)2G(z)

F (x)F (z)
(2.10.1)

in the region {z > ξ3}, and by analyticity this equation remains valid on {z >
ξF}. Equation (2.10.1) shows that E is a null hypersurface, with z being a
time function on {ξF < z < ξ3}. The usual choice of time orientation implies
that z is strictly decreasing along future directed causal curves in the region
{v̂ > 0 , ŵ > 0}, and strictly increasing along such curves in the region {v̂ <
0 , ŵ < 0}. In particular no causal future directed curve can leave the region
{v̂ > 0 , ŵ > 0}. Hence the spacetime contains a black hole region.

However, it is not clear that E is the event horizon within the Emparan-Reall
spacetime (MI∪II , g), because the actual event horizon could be enclosing the
region z < ξ3. To show that this is not the case, consider the “area function”,
defined as the determinant, say W , of the matrix

g(Ki,Kj) ,

where the Ki’s, i = 1, 2, 3, are the Killing vectors equal to ∂t, ∂ψ, and ∂ϕ in the
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asymptotically flat region. In the coordinates of (2.5.4) this equals

F (x)G(x)F (z)G(z)

A4(x− z)4 . (2.10.2)

Analyticity implies that this formula is valid throughout MI∪II , as well as M̂ .
Now,

F (z)G(z) =
ν

ξF
(ξF − z)(z − ξ1)(z − ξ2)(z − ξ3) ,

and, in view of the range of the variable x, the sign of (2.10.2) depends only
upon the values of z. Since F (z)G(z) behaves as −νz4/ξF for large z, W is
negative both for z < ξ1 and for z > ξ3. Hence, at each point p of those two
regions the set of vectors in TpM spanned by the Killing vectors is timelike.
So, suppose for contradiction, that the event horizon H intersects the region
{z ∈ (ξ3,∞]}∪{z ∈ [−∞, ξ1)}; here “z = ±∞” should be understood as Y = 0,
as already mentioned in the introduction. Since H is a null hypersurface
invariant under isometries, every Killing vector is tangent to H . However,
at each point at which W is negative there exists a linear combination of the
Killing vectors which is timelike. This gives a contradiction because no timelike
vectors are tangent to a null hypersurface.

We conclude that {z = ξ3} forms indeed the event horizon in the spacetime
(MI∪II , g), with topology R× S1 × S2.

The argument just given also shows that the domain of outer communica-
tions within (MI , g) coincides with (MI , g).

Similarly, one finds that the domain of outer communications within (M̂ , ĝ),
or that within (MI∪II , g), associated with an asymptotic region lying in (MI , g),
is (MI , g). The boundary of the d.o.c. in (M̂ , ĝ) is a subset of the set {z = ξ3},
which can be found by inspection of Figure 2.9.1.

2.10.2 Inextendibility at z = ξF , maximality

The obvious place where (M̂ , ĝ) could be enlarged is at z = ξF . To show that
no extension is possible there, note that the Lorentzian length of the Killing
vector ∂t satisfies

g(∂t, ∂t) = −F (x)

F (z)
→ξF<z→ξF ∞ (recall that F (x) ≥ 1− ξ2

ξF
> 0). (2.10.3)

Inextendibility of the spacetime across the boundary {z = ξF } follows from this
and from Theorem 1.4.2, p. 57.

An alternative way, demanding somewhat more work, of proving that the
Emparan-Reall metric is C2–inextendible across {z = ξF}, is to notice that
RαβγδR

αβγδ is unbounded along any curve along which z approaches ξF . This
has been pointed out to us by Harvey Reall (private communication), and has
been further verified by Alfonso Garcia-Parrado and José Maŕıa Mart́ın Garćıa
using the symbolic algebra package xAct [199]:

RαβγδR
αβγδ =

12A4ξ4FG(ξF )2(x− z)4 (1 +O(z − ξF ))

(ξF − x)2(z − ξF )6
. (2.10.4)
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(Note that the factor (x− z)4 is strictly bounded away from zero for z → ξF .)
The following result is established in [71]:

Theorem 2.10.1 All maximally extended causal geodesics in (M̂ , ĝ) are either
complete, or reach a singular boundary {z = ξF} in finite affine time.

This, together with Proposition 1.4.3 gives:

Theorem 2.10.2 (M̂ , ĝ) is maximal within the class of C2 Lorentzian mani-
folds.

2.10.3 Conformal infinity I

In this section we address the question of existence of conformal completions at
null infinity à la Penrose, for a class of higher dimensional stationary spacetimes
that includes the Emparan-Reall metrics; see the Appendix of [104] and [102]
for the 3 + 1 dimensional case.

We start by noting that any stationary asymptotically flat spacetime which
is vacuum, or electro-vacuum, outside of a spatially compact set is necessarily
asymptotically Schwarzschildian, in the sense that there exists a coordinate
system in which the leading order terms of the metric have the Schwarzschild
form, with the error terms falling-off one power of r faster:

g = gm +O(r−(n−1)) (2.10.5)

in spacetime dimension n + 1, where gm is the Schwarzschild metric of mass
m, and the size of the decay of the error terms in (2.10.5) is measured in a
manifestly asymptotically Minkowskian coordinate system. The proof of this
fact is outlined briefly in [20, Section 2]. In that last reference it is also shown
that the remainder term has a full asymptotic expansion in terms of inverse
powers of r in dimension 2k+ 1, k ≥ 3, or in dimension 4 + 1 for static metrics.
Otherwise, the remainder is known to have an asymptotic expansion in terms
of inverse powers of r and of ln r, and whether or not there will be non-trivial
logarithmic terms in the expansion is not known in general.

In higher dimensions, the question of existence of a conformal completion
at null infinity is straightforward: We start by writing the (n+ 1)–dimensional
Minkowski metric as

η = −dt2 + dr2 + r2h , (2.10.6)

where h is the round unit metric on an (n − 2)-dimensional sphere. Replacing
t by the standard retarded time u = t − r, one is led to the following form of
the metric g:

g = −du2 − 2du dr + r2h+O(r−(n−2))dxµdxν , (2.10.7)

where the dxµ’s are the manifestly Minkowskian coordinates (t, x1, . . . , xn) co-
ordinates for η. Setting x = 1/r in (2.10.7) one obtains

g =
1

x2

(
− x2du2 + 2du dx + h+O(xn−4)dyαdyβ

)
, (2.10.8)
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with correction terms in (2.10.8) which will extend smoothly to x = 0 in the
coordinate system (yµ) = (u, x, vA), where the vA’s are local coordinates on
Sn−2. For example, a term O(r−2)dxidxj in g will contribute a term

O(r−2)dr2 = O(r−2)x−4dx2 = x−2(O(1)dx2) ,

which is bounded up to x = 0 after a rescaling by x2. The remaining terms in
(2.10.8) are analysed similarly.

In dimension 4 + 1, care has to be taken to make sure that the correction
terms do not affect the signature of the metric so extended; in higher dimension
this is already apparent from (2.10.8).

So, to construct a conformal completion at null infinity for the Emparan
Reall metric it suffices to verify that the determinant of the conformally rescaled
metric, when expressed in the coordinates described above, does not vanish at
x = 0. This is indeed the case, and can be seen by calculating the Jacobian of
the map

(t, z, ψ, x, ϕ) 7→ (u, x, vA) ;

the result can then be used to calculate the determinant of the metric in the
new coordinates, making use of the formula for the determinant of the metric
in the original coordinates.

For a general stationary vacuum 4 + 1 dimensional metric one can always
transform to the coordinates, alluded to above, in which the metric is manifestly
Schwarzschildian in leading order. Instead of using (u = t− r, x = 1/r) one can
use coordinates (um, x = 1/r), where um is the corresponding null coordinate u
for the 4 + 1 dimensional Schwarzschild metric. This will lead to a conformally
rescaled metric with the correct signature on the conformal boundary. Note,
however, that this transformation might introduce log terms in the metric, even
if there were none to start with; this is why we did not use this above.

In summary, whenever a stationary, vacuum, asymptotically flat, (n + 1)–
dimensional metric, 4 6= n ≥ 3, has an asymptotic expansion in terms of inverse
powers of r, one is led to a smooth I . This is the case for any such metric in
dimensions 3 + 1 or 2k+ 1, k ≥ 3. In the remaining dimensions one always has
a polyhomogeneous conformal completion at null infinity, with a conformally
rescaled metric which is Cn−4 up-to-boundary. For the Emparan-Reall metric
there exists a completion which has no logarithmic terms, and is thus C∞ up-
to-boundary.

2.10.4 Uniqueness and non-uniqueness of extensions

In Section 1.4.1 we have seen several examples of non-uniqueness of maximal
analytic extensions of an analytic spacetime, which all apply here.

It turns out that a further example of non-uniqueness, analogous to the
RP

3 geon of Example 1.4.1, can be constructed for the black ring solution.
Indeed, let (M̂ , ĝ) be our extension, as constructed above, of the domain of
outer communication (MI , g) within the Emparan-Reall spacetime (MI∪II , g),
and let Ψ : M̂ → M̂ be defined as

Ψ(v̂, ŵ, ψ̂, x, ϕ) = (ŵ, v̂, ψ̂ + π, x,−ϕ) . (2.10.9)
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By inspection of (2.9.6)-(2.9.8) and (2.9.20), the map Ψ is an isometry, and
clearly satisfies the three conditions a), b) and c) spelled out on p. 56. Then

M̂ /Ψ is a maximal, orientable, time-orientable, analytic extension of MI distinct
from M̂ .

Further similar examples can be constructed using isometries which do not
preserve orientation, and/or time-orientation.

On the positive side, we have the following uniqueness result for our ex-
tension (M̂ , ĝ) of the Emparan-Reall spacetime (MI , g), which follows immedi-
ately from Corollary 1.4.7 and from the properties of causal geodesics of (M̂ , ĝ)
spelled-out in Theorem 2.10.1:

Theorem 2.10.3 (M̂ , ĝ) is unique within the class of simply connected analytic
extensions of (MI , g) which have the property that all maximally extended causal
geodesics on which RαβγδR

αβγδ is bounded are complete.

As usual, uniqueness here is understood up to isometry.
The examples presented in Section 1.4.1 show that the hypotheses of The-

orem 2.10.3 are optimal.
It is natural to raise another uniqueness question, namely of the singling-

out features of the Emparan-Reall metric amongst all five-dimensional vacuum
stationary black-hole spacetimes? Partial answers to this can be found in the
work of Hollands and Yazadjiev [153].

2.10.5 Other coordinate systems

An alternative convenient form of the Emparan-Reall metric has been given in
[113]:

g =
R2F (x)

(x− y)2

(
dx2

G(x)
− dy2

G(y)
+
G(x)

F (x)
dϕ2 − G(y)

F (y)
dψ2

)

−F (y)

F (x)

(
dt− CR(1 + y)

F (y)
dψ

)2

, (2.10.10)

where

F (z) = 1 + λz, G(z) = (1− z2)(1 + νz), C =

√
λ(1 + λ)(λ− ν)

1− λ ,

with

λ =
2ν

1 + ν2
, 0 < ν < 1 .

If we denote by {t̂, x̂, ŷ, ψ̂, ϕ̂} the original coordinates of (2.0.1), then we
have the relation

t = t̂, x =
λ̂− x̂
−1 + λ̂x̂

, y =
λ̂− ŷ
−1 + λ̂ŷ

, ϕ =
1− λ̂ν̂√

1− λ̂2
ϕ̂, ψ =

1− λ̂ν̂√
1− λ̂2

ψ̂,

(2.10.11)
where

ν̂ =
ν − λ
λν − 1

, λ̂ = λ, ν =
ν̂ − λ̂
λ̂ν̂ − 1

.
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The transformation (2.10.11) brings the metric (2.10.10) into the form

g = − F̂ (x̂)

F̂ (ŷ)
(dt̂+ Â

√
λ̂ν̂(1 + ŷ)dψ̂)2 +

Â2

(x̂− ŷ)2
×

[
F̂ (ŷ)2

(
dx̂2

Ĝ(x̂)
+
Ĝ(x̂)

F̂ (x̂)
dϕ̂2

)
− F̂ (x̂)

(
F̂ (ŷ)

Ĝ(ŷ)
dŷ2 + Ĝ(ŷ)dψ̂2

)]
, (2.10.12)

where

F̂ (z) = 1− λ̂z, Ĝ(z) = (1− z2)(1 − ν̂z), Â = −R
√

(1− λ̂ν̂)

1− λ̂2
.

Simple rescalings and redefinitions of constants bring (2.10.12) to the form
(2.0.1).





Chapter 3

Rasheed’s Kaluza-Klein black
holes

Kaluza-Klein solutions have attracted a lot of attention as interesting models in
theoretical physics. In vacuum, and with vanishing cosmological constant, the
simplest such solutions are obtained by taking the product of a known vacuum
solution with a flat torus. A more sophisticated class of black-hole solutions
of this kind has been discovered by Rasheed in [240]. The aim of this short
chapter is to discuss their geometry.

3.1 Rasheed’s metrics

In [240] D. Rasheed constructed a family of stationary axi-symmetric solutions
of the five-dimensional vacuum Einstein equations. The globlal structure of
those solutions has been analysed in [15], we follow the presentation there.

The Rasheed metrics take the form

ds2(5) =
B

A

(
dx4 + 2Aµdx

µ
)2

+

√
A

B
ds2(4) , (3.1.1)

where a, M , P , Q and Σ are real numbers satisfying

Q2

Σ+M
√
3

+ P 2

Σ−M
√
3

= 2Σ
3 , (3.1.2)

M2 + Σ2 − P 2 −Q2 6= 0 ,
(
M + Σ/

√
3
)2 −Q2 6= 0 ,

(
M − Σ/

√
3
)2 − P 2 6= 0 ,(3.1.3)

M ± Σ√
3
6= 0 , F 2 :=

[

(M+Σ/
√
3)

2−Q2
][

(M−Σ/
√
3)

2−P 2
]

M2+Σ2−P 2−Q2 > 0 , (3.1.4)

and where

ds2(4) = − G√
AB

(
dt+ ω0

φdφ
)2

+

√
AB

∆
dr2 +

√
ABdθ2 +

∆
√
AB

G
sin2(θ)dφ2 ,

(3.1.5)
with

A =
(
r − Σ/

√
3
)2
− 2P 2Σ

Σ−M
√

3
+ a2 cos2(θ) +

2JPQ cos(θ)
(
M + Σ/

√
3
)2 −Q2

,
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B =
(
r + Σ/

√
3
)2
− 2Q2Σ

Σ +M
√

3
+ a2 cos2(θ)− 2JPQ cos(θ)

(
M − Σ/

√
3
)2 − P 2

,

G = r2 − 2Mr + P 2 +Q2 − Σ2 + a2 cos2(θ) ,

∆ = r2 − 2Mr + P 2 +Q2 − Σ2 + a2 ,

ω0
φ =

2J sin2(θ)

G
[r + E] ,

J2 = a2F 2 , (3.1.6)

whereas E is given by

E = −M +

(
M2 + Σ2 − P 2 −Q2

) (
M + Σ/

√
3
)

(
M + Σ/

√
3
)2 −Q2

. (3.1.7)

In Kaluza-Klein theories, vacuum metrics on the Kaluza-Klein bundle lead
to solutions of the Einstein-Maxwell-dilaton field equations. In the Rasheed
case the physical-space Maxwell potential is given by

2Aµdx
µ =

C

B
dt+

(
ω5

φ +
C

B
ω0

φ

)
dφ , (3.1.8)

where

C = 2Q
(
r − Σ/

√
3
)
− 2PJ cos(θ)

(
M + Σ/

√
3
)

(
M − Σ/

√
3
)2 − P 2

, (3.1.9)

ω5
φ =

H

G
, (3.1.10)

and

H := 2P∆ cos(θ)− 2QJ sin2(θ)
[
r
(
M − Σ/

√
3
)

+MΣ/
√

3 + Σ2 − P 2 −Q2
]

[(
M + Σ/

√
3
)2 −Q2

] .

(3.1.11)

The Rasheed metrics (3.1.1) have been obtained by applying a solution-
generating technique ([240], compare [131]) to the Kerr metrics. This guaran-
tees that these metrics solve the five-dimensional vacuum Einstein equations
when the constraint (3.1.3) is satisfied.

Let us address the question of the global structure of the metrics above. We
have

det g = −A2 sin2(θ) ,

which shows that the metrics are smooth and Lorentzian except possibly at the
zeros of A, B, G, ∆, and sin(θ).
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After a suitable periodicity of φ as in Section 3.4 below has been imposed,
regularity at the axes of rotation away from the zeros of denominators follows
from the factorisations

(
∆

G
− 1

)
=

a2 sin2(θ)

a2 cos2(θ)− 2Mr + P 2 +Q2 + r2 −Σ2
,(3.1.12)

2Aφ − 2P
∆

G
cos(θ) =

sin2(θ)

G

(
H +

2JC

B
[r + E]

)
, (3.1.13)

where

H := −2QJ
[
r
(
M −Σ/

√
3
)

+MΣ/
√

3 + Σ2 − P 2 −Q2
]

[(
M + Σ/

√
3
)2 −Q2

] . (3.1.14)

It will be seen below that, after restricting the parameter ranges as in (3.2.4)
and (3.2.6), the location of Killing horizons is determined by the zeros of

∣∣∣∣∣
gtt gtφ gt4
gφt gφφ gφ4
g4t g4φ g44

∣∣∣∣∣ = −∆ sin2(θ) , (3.1.15)

and thus by the real roots r+ ≥ r− of ∆, if any:

r± = M ±
√
M2 + Σ2 − P 2 −Q2 − a2 . (3.1.16)

3.2 Zeros of the denominators

The norms

gtt =
W

AB
and g44 =

B

A
,

of the Killing vectors ∂t and ∂4 are geometric invariants, where W = −GA+C2.
So zeros of A and of AB correspond to singularities in the five-dimensional
geometry except if

1. a zero of A is a joint zero of A, B and W , or if

2. a zero of B which is not a zero of A is also a zero of W .

Setting

A :=
2JPQ

a2
((
M + Σ/

√
3
)2 −Q2

) , (3.2.1)

one checks that if
{

2P 2Σ
Σ−M

√
3
− a2(1− |A|) = 0, when |A| > 2 or

2P 2Σ
Σ−M

√
3

+ a2A2

4 = 0, when |A| ≤ 2 ,
(3.2.2)

then A vanishes exactly at one point. Otherwise the set of zeros of A forms a
curve in the (r, θ) plane. Let θ 7→ r+A(θ) denote the curve, say γ, corresponding
to the set of largest zeros of A.
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Note that W and A are polynomials in r, with A of second order. If W/A is
smooth, the remainder of the polynomial division of W by r−r+A must vanish on
the part of γ that lies outside the horizon. One can calculate this remainder with
Mathematica, obtaining a function of θ which vanishes at most at isolated
points, if at all. It follows that the division of W by A is singular on the closure
of the domain of outer communications (d.o.c.), i.e. the region {r ≥ r+}, if A
has zeros there, except perhaps when (3.2.2) holds.

One can likewise exclude a joint zero of W and B in the closure of the d.o.c.
without a zero of A, except possibly for the case where this zero is isolated for
B as well, which happens if

{
2Q2Σ

Σ+M
√
3
− a2(1− |B|) = 0, if |B| > 2 or

2Q2Σ

Σ+M
√
3

+ a2B2

4 = 0, if |B| ≤ 2 .
(3.2.3)

See [157] for a more detailed analysis of the borderline cases.
Summarising: a necessary condition for a black hole without obvious singu-

larities in the closure of the domain of outer communications is that all zeros
of A lie under the outermost Killing horizon r = r+. One finds that this will
be the case if and only if

|A| > 2 and





2P 2Σ
Σ−M

√
3
− a2(1− |A|) < 0, or

M +
√
M2 + Σ2 − P 2 −Q2 − a2 > Σ

3 +
√

2P 2Σ
Σ−M

√
3
− a2(1− |A|),

or

|A| ≤ 2 and





2P 2Σ
Σ−M

√
3

+ a2A2

4 < 0, or

M +
√
M2 + Σ2 − P 2 −Q2 − a2 > Σ

3 +
√

2P 2Σ
Σ−M

√
3

+ a2A2

4 ,
(3.2.4)

except perhaps when (3.2.2) holds.
An identical argument applies to the zeros of B, with the zeros of B lying

on a curve unless (3.2.3) holds. Ignoring this last case, the zeros of B need
similarly be hidden behind the outermost Killing horizon. Setting

B := − 2JPQ

a2
((
M − Σ/

√
3
)2 − P 2

) , (3.2.5)

one finds that this will be the case if and only if

|B| > 2 and





2Q2Σ

Σ+M
√
3
− a2(1− |B|) < 0, or

M +
√
M2 + Σ2 − P 2 −Q2 − a2 > −Σ

3 +
√

2Q2Σ

Σ+M
√
3
− a2(1− |B|),

or

|B| ≤ 2 and





2Q2Σ

Σ+M
√
3

+ a2B2

4 < 0, or

M +
√
M2 + Σ2 − P 2 −Q2 − a2 > −Σ

3 +
√

2Q2Σ

Σ+M
√
3

+ a2B2

4 ,
(3.2.6)

except perhaps when (3.2.3) holds.
While the above guarantees lack of obvious singularities in the domain of

outer communications {r > r+} (d.o.c.), there could still be causality violations
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there. Ideally the d.o.c. should be globally hyperbolic, a question which we have
not attempted to address. Barring global hyperbolicity, a decent d.o.c. should
at least admit a time function, and the function t provides an obvious candidate.
In order to study the issue we note the identity

g00 =
4J2[r + E]2 sin2(θ)−AB∆

A∆G
. (3.2.7)

A Mathematica calculation shows that the numerator factorises through G,
so that g00 extends smoothly through the ergosphere. When P = 0 one can
verify that g00 is negative on the d.o.c. For P 6= 0 one can find open sets of
parameters which guarantee that g00 is strictly negative for r > r+ when A and
B have no zeros there. An example is given by the condition

r+ ≥
EM + q

M + E
, (3.2.8)

which is sufficient but not necessary, where q := P 2 +Q2 −Σ2 + a2. We hope
to return to the question of causality violations in the future.

In Figure 3.2.1 we show the locations of the zeros of A and B for some
specific sets of parameters satisfying, or violating, the conditions above.
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ergosurface
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Figure 3.2.1: Two sample plots for the location of the ergosurface (zeros of G),
the outer and inner Killing horizons (zeros of ∆), and the zeros of A ,B. Left

plot: M = 8, a = 33
10 , Q = 8

5 , Σ = −23
5 , P = −1

5

√
2(4105960

√
3+2770943)

12813 ≈ −7.86,
with zeros of A and B under both horizons, consistently with (3.2.4) and (3.2.6).

Right plot: M = 1, a = 1, Q = 0, Σ =
√

6, P =
√

4− 2
√

2 ≈ 1.08; here (3.2.4)
is violated, while the zeros of B occur at negative r.

Another potential source of singularities of the metric (3.1.1) could be the
zeros of G. It turns out that there are irrelevant, which can be seen as follows:
The relevant metric coefficient is gφφ, which reads

gφφ =
B

A

(
ω5

φ +
C

B
ω0

φ

)2

+

√
A

B

(
− G√

AB

(
ω0

φ

)2
+

∆
√
AB

G
sin2 θ

)
.(3.2.9)

Taking into account a G−1 factor in ω0
φ, it follows that gφφ can be written as

a fraction (. . .)/ABG2. A Mathematica calculation shows that the denomi-
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nator (. . .) factorises through AG2, which shows indeed that the zeros of G are
innocuous for the problem at hand.

Let us write ds2(4) as (4)gabdx
adxb. The factorisation just described works

for gφφ but does not work for (4)gφφ. From what has been said we see that the
quotient metric (4)gabdx

adxb is always singular in the d.o.c., a fact which seems
to have been ignored, and unnoticed, in the literature so far.

3.3 Regularity at the outer Killing horizon H+

The location of the outer Killing horizon H+ of the Killing field

k = ∂t + Ωφ∂φ + Ω4∂x4 , (3.3.1)

is given by the larger root r+ of ∆, cf. (3.1.16). The condition that H+ is
a Killing horizon for k is that the pullback of gµνk

ν to H+ vanishes. This,
together with

∆|H+ = 0 , G|H+ = −a2 sin2(θ) , (3.3.2)

yields

Ωφ = − 1

ω0
φ

∣∣∣
H+

=
a2

2J
(r+ + E)−1 ,

Ω4 = −2(Atω
0
φ −Aφ)

ω0
φ

∣∣∣
H+

=
Q
(
−3Mr+ −

√
3MΣ + 3P 2 + 3Q2 +

√
3rΣ− 3Σ2

)

(E + r+)
(
3M2 + 2

√
3MΣ− 3Q2 + Σ2

) . (3.3.3)

After the coordinate transformation

φ̄ = φ− Ωφ dt , x̄4 = x4 − Ω4 dt , (3.3.4)

the metric (3.1.1) becomes

g = gS +
dr2

∆
+ ∆Udt2 , (3.3.5)

where gS is a smooth (0, 2)-tensor, with U := gtt/∆ extending smoothly across
∆ = 0. Introducing a new time coordinate by

τ = t− σ ln(r − r+) ⇒ dτ = dt− σ

r − r+
dr , (3.3.6)

where σ is a constant to be determined, (3.3.5) takes the form

g = gS + ∆U

(
dτ +

σ

r − r+
dr

)2

+
dr2

∆

= gS + ∆Udτ2 +
2∆Uσ

r − r+
dτdr +

(
1

∆
+

∆Uσ2

(r − r+)2

)
dr2

= gS + ∆Udτ2 +
2∆Uσ

r − r+
dτdr +

(r − r+)2 + ∆2σ2U

∆(r − r+)2︸ ︷︷ ︸
V

dr2 . (3.3.7)
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In order to obtain a smooth metric in the domain of outer communication the
constant σ has to be chosen so that the numerator of V has a triple-zero at
r = r+. A Mathematica computation gives an explicit formula for the desired
constant σ, which is too lengthy to be explicitly presented here. This establishes
smooth extendibility of the metric in suitable coordinates across r = r+.

3.4 Asymptotic behaviour

When P = 0 the Rasheed metrics satisfy the KK-asymptotic flatness condi-
tions. This can be seen by introducing manifestly-asymptotically-flat coordi-
nates (t, x, y, z) in the usual way. With some work one finds that the metric
takes the form



2M
r + 2Σ√

3r
− 1 0 0 0 2Q

r

0 2Mx2

r3 − 2Σ√
3r

+ 1 2Mxy
r3

2Mxz
r3 0

0 2Mxy
r3

2My2

r3 − 2Σ√
3r

+ 1 2Myz
r3 0

0 2Mxz
r3

2Myz
r3

2Mz2

r3
− 2Σ√

3r
+ 1 0

2Q
r 0 0 0 4Σ√

3r
+ 1




+O(r−2) .

(3.4.1)
However, when P 6= 0, the Rasheed metrics do not satisfy the KK-asymptotic

flatness requirements anymore: Instead, the space of Rasheed metrics decom-
poses into sectors, labelled by P ∈ R, in which the metrics g asymptote to the
background metric

b :=
(
dx4 + 2P cos(θ)dϕ

)2 − dt2 + dr2 + r2dθ2 + r2 sin2(θ)dϕ2 . (3.4.2)

The metrics (3.1.1) and (3.4.2) are singular at sin(θ) = 0. This can be resolved
by replacing x4 by x4, respectively by x̃4, on the following coordinate patches:

{
x4 := x4 + 2Pϕ , θ ∈ [0, π) ,
x̃4 := x4 − 2Pϕ , θ ∈ (0, π] .

(3.4.3)

Indeed, the one-form

dx4 + 2P cos(θ)dϕ = dx4 + 2P (cos(θ)− 1)dϕ = dx4 − 2P

r(r + z)
(xdy − ydx)

is smooth for r > 0 on {θ ∈ [0, π)}. Similarly the one-form

dx4 + 2P cos(θ)dϕ = dx̃4 + 2P (cos(θ) + 1)dϕ = dx̃4 +
2P

r(r − z) (xdy − ydx)

is smooth on {θ ∈ (0, π] , r > 0}. Smoothness of both g and b outside of the
event horizons readily follows.

We note the relation
x4 = x̃4 + 4Pϕ , (3.4.4)

which implies a smooth geometry with periodic coordinates x4 and x̃4 if and
only if

both x4 and x̃4 are periodic with period 8Pπ. (3.4.5)
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From this perspective x4 is not a coordinate anymore: instead the basic coor-
dinates are x4 for θ ∈ [0, π) and x̃4 for θ ∈ (0, π], with dx4 (but not x4) well
defined away from the axes of rotation {sin(θ) = 0} as

dx4 =

{
dx4 − 2Pdϕ , θ ∈ [0, π) ,
dx̃4 + 2Pdϕ , θ ∈ (0, π] .

(3.4.6)

Curvature of the asymptotic background

We continue with a calculation of the curvature tensor of the asymptotic back-
ground. It is convenient to work in the coframe

Θ
0̂

= dt , Θ
1̂

= dx , Θ
2̂

= dy , Θ
3̂

= dz , Θ
4̂

= dx4+2P cos(θ)dϕ ,
(3.4.7)

which is manifestly smooth after replacing dx4 as in (3.4.6). Using

dΘ
4̂

= −2P sin(θ) dθ ∧ dϕ = −2P
xi

r3
∂i⌋(dx ∧ dy ∧ dz) = −P

r3
ǫ̊̂iĵk̂x

îdxĵ ∧ dxk̂ ,
(3.4.8)

where ǫ̊̂iĵk̂ ∈ {0,±1} denotes the usual epsilon symbol, one finds the following
non-vanishing connection coefficients

ω4̂
î =

P

r3
ǫ̊̂iĵk̂x

ĵΘ
k̂
, ωî ĵ =

P

r3
ǫ̊̂iĵk̂x

k̂Θ
4̂
, (3.4.9)

where xî ≡ xi. This leads to the following curvature forms

Ωî
ĵ =

P

r3
ǫ̊̂iĵk̂

(
− 3

r2
xk̂xℓ̂ + δk̂

ℓ̂

)
Θ
ℓ̂ ∧Θ

4̂ − 2P 2

r6
ǫ̊̂im̂(k̂ǫĵ)n̂ℓ̂x

m̂xn̂Θ
k̂ ∧Θ

ℓ̂
,

Ω
4̂
î =

P

r3
ǫ̊̂iĵk̂

(
− 3

r2
xĵxℓ̂ + δĵ

ℓ̂

)
Θ
ℓ̂ ∧Θ

k̂
+
P 2

r6
ǫ̊k̂m̂ĵ ǫ̊k̂îℓ̂x

m̂xℓ̂Θ
ĵ ∧Θ

4̂
,(3.4.10)

hence the following non-vanishing curvature tensor components

Rî
ĵk̂4̂

=
P

r3
ǫ̊̂iĵℓ̂

(
− 3

r2
xℓ̂xk̂ + δℓ̂

k̂

)
,

R4̂
îĵ4̂

=
P 2

r6
ǫ̊k̂m̂ĵ ǫ̊k̂îℓ̂x

m̂xℓ̂ , R
îĵk̂ℓ̂

= −2P 2

r6
(̊ǫ̂iĵn̂ǫ̊k̂ℓ̂m̂ + ǫ̊̂im̂[k̂̊ǫℓ̂]ĵn̂)xm̂xn̂ .(3.4.11)

The non-vanishing components of the Ricci tensor read

R
îĵ

= −2P 2

r6
ǫ̊k̂m̂î̊ǫk̂n̂ĵx

m̂xn̂ , R
4̂4̂

= −P
2

r6
ǫ̊k̂m̂î̊ǫk̂îℓ̂x

m̂xℓ̂ . (3.4.12)

Subsequently the Ricci scalar is R = −2P 2/r4.



Chapter 4

Diagrams, extensions

The aim of this chapter is to present a systematic approach to extensions of
a class of spacetimes. We further introduce the conformal and projection dia-
grams, which are a useful tool to visualise the geometry of the extensions.

4.1 Causality for a class of bloc-diagonal metrics

We start with a construction of extensions for metrics of the form

g = −Fdt2 + F−1dr2 + hABdx
AdxB︸ ︷︷ ︸

=:h

, F = F (r) , (4.1.1)

where h := hAB(t, r, xC)dxAdxB is a family of Riemannian metrics on an (n−1)-
dimensional manifold Nn−1, possibly depending upon t and r. Our analysis is
based upon that of Walker [274].

There is a long list of important examples:

1. F = 1− 2m
r , h = r2dΩ2; this is the usual (3+1)-dimensional Schwarzschild

solution. For m > 0 the function F has a simple zero at r = 2m.

2. F = 1− 2m
rn−1 , h = r2d̊h, where h̊ is the unit round metric on an (n− 1)–

dimensional sphere Sn−1; this is the (n + 1)=dimensional Schwarzschild-
Tangherlini solution. Here F has again one simple positive zero for m > 0.

3. F = 1 − 2m
r + Q2

r2
, h = r2dΩ2; this is the (3 + 1)-dimensional Reissner-

Nordström metric, solution of the Einstein-Maxwell equations, with total
electric charge Q, and with associated Maxwell potential A = Q/r (com-
pare Section 1.5. If we assume that |Q| < m. then F has two distinct
positive zeros

r± = m±
√
m2 − |Q|2 ,

and a single zero when |Q| = m. This last case is referred to as extreme,
or degenerate;

4. F = 1− 2m
rn−2 + Q2

r2(n−2) , h = r2dΩ2; this is an (n+1)-dimensional generaliza-
tion of the Reissner-Nordström metric, solution of the Einstein-Maxwell
equations, with total electric charge Q, and with associated Maxwell po-
tential A = Q/r;

129
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5. F = −Λ
3 r

2 +κ− 2m
r , where Λ is the cosmological constant, and h = r2̊hκ,

with h̊ having constant Gauss curvature κ:

h̊κ =





dθ2 + sin2 θdϕ2, κ > 0;
dθ2 + dϕ2, κ = 0;

dθ2 + sinh2 θdϕ2, κ < 0.

These are the (3 + 1)-dimensional Kottler metrics, also known as the
Schwarzschild-(anti de)Sitter metrics;

6. F (r) = 1− 2m
rn−2 − r2

ℓ2
, where ℓ > 0 is related to the cosmological constant

Λ by the formula 2Λ = n(n − 1)/ℓ2. These are solutions of the vacuum
Einstein equations if h = r2̊h, provided that h̊ is an Einstein metric
on an (n− 1)–dimensional manifold Nn−1 with scalar curvature equal to
(n − 1)(n − 2) [28]. We will refer to such metrics as generalised Kottler
metrics or Birmingham metrics. Note that m = 0 requires (Nn−1, h̊)
to be the unit round metric if one wants to avoid a singularity at finite
distance, at r = 0, along the level sets of t.

7. We note finally the metrics

g = −(λ− Λr2)dt2 + (λ− Λr2)−1dr2 + |Λ|−1̊hk , (4.1.2)

with k = ±1, kΛ > 0, λ ∈ R. The case k = 1 has been discovered by
Nariai [217].

Remark 4.1.1 It is worth pointing out that the study of the conformal struc-
ture for more general metrics of the form

(2)
g = −F (r)H1(r)dt

2 + F−1(r)H2(r)dr
2 , (4.1.3)

where H1 and H2 are strictly positive in the range of r of interest, can be
reduced to the one for the metric (4.1.1) by writing

(2)
g =
√
H1H2

(
−F̂ dt2 + F̂−1dr2

)
, where F̂ =

√
H1
H2
F . (4.1.4)

4.1.1 Riemannian aspects

We will be mainly interested in functions F which change sign: thus, we assume
that there exists a real number r0 such that

F (r0) = 0 .

Not unexpectedly, the global properties of g will depend upon the nature of the
zero of F . For example, for the Schwarzschild metric with m > 0 we have a
first-order zero of F at 2m. This implies that the distance of radial curves to the
set {r = 2m} is finite: indeed, letting γ denote any of the curves r 7→ (r, θ, ϕ),
the length of γ in the region {r > 2m} is

∫ √
g(γ̇, γ̇)dr =

∫
dr√

1− 2m
r

=
√
r2 − 2mr +m ln

(
r −m+

√
r2 − 2mr

)
+C ,
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where C depends upon the starting point. This has a finite limit as r approaches
2m. More generally, if F has a first order zero, then F behaves as some constant
C1 times (r − r0) near r0, giving a radial distance

∫ √
g(γ̇, γ̇)dr =

∫
1√
F (r)

≈
∫

1√
C1(r − r0)

<∞ ,

since x−1/2 is integrable near x = 0.
On the other hand, for the extreme Reissner-Nordström metric we have, by

definition,

F (r) =
(

1− m

r

)2
,

leading to a radial distance
∫ √

g(γ̇, γ̇)dr =

∫
1

1− m
r

dr =

∫
r

r −mdr =

∫
r −m+m

r −m dr

= r + ln(r −m) , (4.1.5)

which diverges as r → m. Quite generally, if F has a zero of order k ≥ 2 at
r0, then F behaves as some constant C2 times (r− r0)k near r0, giving a radial
distance

∫ √
g(γ̇, γ̇)dr =

∫
1√
F (r)

≈
∫

1

(C2(r − r0))k/2
→r→r0 ∞ ,

since the integral of x−k/2 near x = 0 diverges for k ≥ 2.
The above considerations are closely related to the embedding diagrams,

already seen in Section 1.2.6 for the Schwarzschild metric. In the Schwarzschild
case those led to a hypersurface in Euclidean R

n+1 which could be smoothly
continued across its boundary. It is not too difficult to verify that this will be
the case for any function F which has a first order zero at r0 > 0.

One can likewise attempt to embed in four-dimensional Euclidean space the
t = const slice of the extreme Reissner-Norsdström metric. The embedding
equation arising from (1.2.69) now reads

(dz
dr

)2
+ 1 =

1

F (r)
, (4.1.6)

For r close to and larger than m we obtain

dz

dr
≈ 1

1− m
r

.

Integrating as in (4.1.5), one obtains a logarithmic divergence of the graphing
function z near r = m:

z(r) ≈ m ln(r −m) .

This behaviour can also be inferred from the exact formula:

z = 2
√
m (2 r −m) +m ln

(√
m (2 r −m) +m√
m (2 r −m)−m

)
.
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Figure 4.1.1: An isometric embedding in four-dimensional Euclidean space (one
dimension suppressed) of a slice of constant time in extreme Reissner-Nordström
spacetime near r = m.

The embedding, near r = m, is depicted in Figure 4.1.1
Quite generally, the behaviour near r0 of the embedding function z, solution

of (4.1.6), depends only upon the order of the zero of F at r0. For r0 > 0, and
for all orders of that zero larger than or equal to two, if the “angular part” h
of the metric (4.1.1) is of the form h = r2̊h, where h̊ does not depend upon r,
then the geometry of the slices t = const resembles more and more that of a
“cylinder” dx2 + r20h̊ as r0 is approached.

4.1.2 Causality

To understand causality for metrics of the form (4.1.1), the guiding principles
for the analysis that follows will be:

1. the t− r part of g plays a key role;

2. multiplying the metric by a nowhere vanishing function does not matter;

3. the geometry of bounded sets is easier to visualize than that of unbounded
ones.

Concerning point 1, consider a timelike curve γ(s) := (t(s), r(s), xA(s)) for
the metric (4.1.1). We have

0 > g(γ̇, γ̇) = −F
(
dt

ds

)2

+
1

F

(
dt

ds

)2

+ hAB

(
dxA

ds

)2(
dxB

ds

)2

=⇒ 0 > g(γ̇, γ̇) = −F
(
dt

ds

)2

+
1

F

(
dt

ds

)2

. (4.1.7)

Thus, curves which are timelike for g project to curves (t(s), r(s)) which are
timelike for the metric

(2)
g := −Fdt2 +

1

F
dr2 . (4.1.8)
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Similarly, (4.1.7) shows that, for any set of constants xA0 , a curve (t(s), r(s))
which is timelike for the metric

(2)
g lifts to a curve (t(s), r(s), xA0 ) which is time-

like for g.

Identical statements hold for causal curves.

Concerning point 2 we note that, for any positive function Ω, the sign of
g(γ̇, γ̇) is the same as that of Ω2g(γ̇, γ̇). Hence, causality for a metric g is, in
many respects, identical to that of the “conformally rescaled” metric Ω2g.

Concerning point 3, it is best to proceed via examples, presented in the next
section.

4.2 The building blocs

We proceed to gather a collection of building blocs that will be used to depict
the global structure of spacetimes of interest. We start with:

4.2.1 Two-dimensional Minkowski spacetime

Let
(2)
g be the two-dimensional Minkowski metric:

(2)
g = −dt2 + dx2 , (t, x) ∈ R

2 .

In order to map conformally R
2 to a bounded set, we first introduce two null

coordinates u and v:

u = t− x , v = t + x ⇐⇒ t =
u+ v

2
, x =

v − u
2

. (4.2.1)

with
(2)
g taking the form

(2)
g = −du dv .

We have (t, x) ∈ R
2 if and only if (u, v) ∈ R

2. We bring the last R2 to a bounded
set by introducing

U = arctan(u) , V = arctan(v) , (4.2.2)

thus

(U, V ) ∈
(
−π

2
,
π

2

)
×
(
−π

2
,
π

2

)
.

Using
du

dU
=

1

cos2 U
,

dv

dV
=

1

cos2 V
,

the metric becomes
(2)
g = − 1

cos2 U cos2 V
dUdV . (4.2.3)

This looks somewhat more familiar if we make one last change of coordinates
similar to that in (4.2.1):

U = T −X , V = T +X ⇐⇒ T =
U + V

2
, X =

V − U
2

, (4.2.4)
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=
−
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i+

i−

i0
R

i0
L

Figure 4.2.1: The conformal diagram for (1 + 1)-dimensional Minkowski space-
time; see also Remark 4.2.1. I am very grateful to Christa Ölz (see [224]) and
Micha l Eckstein for providing the figures in this section.

leading to
(2)
g =

1

cos2(T −X) cos2(T +X)
(−dT 2 + dX2) .

We conclude that the Minkowski metric on R
2 is conformal to the Minkowski

metric on a diamond

{−π/2 < T −X < π/2 , −π/2 < T +X < π/2} ,

see Figure 4.2.1.

Remark 4.2.1 Equation (4.2.3) shows that guu = gvv = 0. This implies (see
Proposition A.13.2, p. 271) that the curves s 7→ (u, v = s) are future directed null
geodesics along which V approaches π/2 to the future, and −π/2 to the past. A
similar observation applies to the null geodesics s 7→ (u = s, v). Thus the union of
the boundary intervals

I
− := {U ∈ (−π/2, π/2) , V = −π/2} ∪ {V ∈ (−π/2, π/2) , U = −π/2}

can be thought of as describing initial points of null future directed geodesics; this
set is usually denoted by I −, and is called past null infinity. Similarly, the set I +,
called future null infinity, defined as

I
+ := {U ∈ (−π/2, π/2) , V = π/2} ∪ {V ∈ (−π/2, π/2) , U = π/2} ,

is the set of end points of future directed null geodesics.

Next, every timelike future directed geodesic acquires an end point at

i+ := (V = π/2, U = π/2) ,

called future timelike infinity, and an initial point at

i− := (V = −π/2, U = −π/2) ,

called past timelike infinity. Finally, all spacelike geodesics accumulate at both i0R
and i0L. 2
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Figure 4.2.2: Conformal structure of (1+n)–dimensional Minkowski spacetime,
n ≥ 2 (n = 2 in Figure (b)); see also Figure 4.2.3.

4.2.2 Higher dimensional Minkowski spacetime

We write the (n+1)-dimensional Minkowski metric using spherical coordinates,

η = −dt2 + dr2 + r2dΩ2 ,

where the symbol dΩ2 denotes the unit round metric on an (n−1)-dimensional
sphere. In view of our principle that “for causality only the t − r part of the
metric matters”, to understand global causality it suffices to consider the two-
dimensional metric

(2)
g = −dt2 + dr2 .

But this is the two-dimensional Minkowski metric, so the calculations done in
two dimensions apply, with x in (4.2.1) replaced by r. However, one has to keep
in mind the following:

1. First, r ≡ x ≥ 0, as opposed to x ∈ R previously. In the notation of
(4.2.1)-(4.2.4) this leads to

x ≥ 0 ⇐⇒ v ≥ u
⇐⇒ tanV ≥ tanU

⇐⇒ V ≥ U
⇐⇒ X ≥ 0 .

So instead of Figure 4.2.1 one obtains Figure 4.2.2(a).

2. Next, Figure 4.2.2(a) suggests that r = 0 is a boundary of the spacetime,
which is not the case; instead it is an axis of rotation where the spheres
t = const, r = const degenerate to points. A more faithful representation
in dimension 2+1 is provided by Figure 4.2.2(b). This last figure also gives
an idea how the left figure should be understood in higher dimensions.
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3. Finally, the conformal nature of the point i0 of Figure 4.2.2 needs a more
careful investigation: For this, let us write R ≥ 0 for X, and return to
the equations

η = −dt2 + dr2 + r2dΩ2 = 1
cos2(T−R) cos2(T+R) (−dT 2 + dR2) + r2dΩ2 ,

T +R = arctan(t+ r) , T −R = arctan(t− r) .

Now,

r = 1
2(tan(R− T ) + tan(R + T )) = sin(2R)

cos(2R)+cos(2T ) ,

cos(T −R) cos(R+ T ) = 1
2 (cos(2R) + cos(2T )) ,

leading to

η =
1

(cos(2R) + cos(2T ))2
( 4(−dT 2 + dR2) + sin2(2R)dΩ2

︸ ︷︷ ︸
=:̊gE

) . (4.2.5)

(We hope that the reader will not confuse the unit round metric on S2,
usually denoted by dΩ2 in the relavistic literature, with the differential of
the conformal factor Ω.) The metric

g̊S3 := 4dR2 + sin2(2R)dΩ2 = dψ2 + sin2(ψ)dΩ2 , where ψ := 2R ,

is readily recognized to be the unit round metric on Sn, with R = 0 being
the north pole, and 2R = π being the south pole. Hence

g̊E = −dτ2 + g̊S3 , where τ := 2T ,

is the product metric on the Einstein cylinder R × Sn. Now, for τ ∈
(−π, π) and ψ ∈ (0, π) the condition of positivity of the conformal factor,

cos(τ) + cos(ψ) > 0 ,

is equivalent to

−π + ψ < τ < π − ψ . (4.2.6)

Thus:

Proposition 4.2.2 For n ≥ 2 the Minkowski metric is conformal to the
metric on the open subset (4.2.6) of the Einstein cylinder R×Sn, cf. Fig-
ure 4.2.3. 2

From what has been said, it should be clear that i0 is actually a single
point in the conformally rescaled spacetime. Future null infinity I + is
the future light-cone of i0 in the Einstein cylinder, and reconverges at i+

to the past light-cone of i+. Similarly I − is the past light-cone of i0, and
reconverges at i− to the future light-cone of i−.
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Figure 4.2.3: The embedding of Minkowski spacetime into the Einstein cylinder
R× S3 (two space-dimensions suppressed).

4.2.3
∫
F−1 diverging at both ends

We return now to a
(2)
g of the form (4.1.8) with non-constant F , and consider

an open interval I = (r1, r2), with r1 ∈ R ∪ {−∞}, r2 ∈ R ∪ {∞}, such that F
has constant sign on I. We choose some r∗ ∈ I, and we assume that

lim
r→r1

∫ r∗

r

ds

|F (s)| =∞ , lim
r→r2

∫ r

r∗

ds

|F (s)| =∞ . (4.2.7)

Equation (4.2.7) will hold in the following cases of interest:

1. At the event horizons of all classical black holes: Schwarzschild with or
without cosmological constant, Kerr-Newman with or without cosmolog-
ical constant, etc. More generally, (4.2.7) will hold if r1 ∈ R and if F
extends differentiably across r1, with F (r1) = 0; note that the left inte-
gral will then diverge regardless of the order of the zero of F at r1. A
similar statement holds for r2.

2. In the asymptotically flat regions of asymptotically flat spacetimes. Quite
generally, (4.2.7) will hold if r2 =∞ and if F is bounded away from zero
near r2, as is the case for asymptotically flat regions where F (r) → 1 as
r →∞.

Note that the sign of F determines the causal character of the Killing vector
X := ∂t: X will be timelike if F > 0 and spacelike otherwise. Alternatively, t
or −t will be a time-function if F > 0, while r or −r will be a time-function in
regions where F is negative.

We introduce a new coordinate x defined as

x(r) =

∫ r

r∗

ds

F (s)
=⇒ dx =

dr

F (r)
. (4.2.8)
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region III in the Kruskal-Szekeres spacetime of Figure 1.2.7), in which case one
also needs to consider the mirror reflections of the above diagrams with respect
to the vertical axis, compare Figures 4.2.6.
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Figure 4.2.5: The conformal structure for F < 0.

This gives

(2)
g = −Fdt2 +

1

F
( dr︸︷︷︸
Fdx

)2 = F (−dt2 + dx2) . (4.2.9)

In view of (4.2.7) the coordinate x ranges over R. So, if F > 0, then
(2)
g is

conformal to the two-dimensional Minkowski metric, and thus the causal struc-
ture is that in Figure 4.2.4. Otherwise, for negative F , we obtain a Minkowski
metric in which x corresponds to time and t corresponds to space, leading to a
causal structure as in Figure 4.2.5. Rotating Figure 4.2.5 so that time flows to
the future along the vertical positively oriented axis we obtain the four possible
diagrams of Figure 4.2.6.
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Figure 4.2.6: Figure 4.2.5 rotated so that time flows in the positive vertical
direction. Four different diagrams are possible, according to whether the Killing
vector X = ∂t is pointing left or right, and whether ∇r is future- or past-
pointing.

4.2.4
∫
F−1 diverging at one end only

We consider again a general
(2)
g of the form (4.1.8), with F defined on an open

interval I = (r1, r2), with r1 ∈ R ∪ {−∞}, r2 ∈ R ∪ {∞}, such that F has
constant sign on I. We choose some r∗ ∈ I and, instead of (4.2.7), we assume
that

lim
r→r1

∫ r∗

r

ds

|F (s)| <∞ , lim
r→r2

∫ r

r∗

ds

|F (s)| =∞ . (4.2.10)

The case of r1 interchanged with r2 in (4.2.10) is analysed by replacing r by
−r in what follows. Note that this introduces the need of applying a mirror
symmetry to the diagrams below.

The conditions in (4.2.10) arise in the following cases of interest:

1. We have r1 ∈ R, with the set {r = r1} corresponding either to a singular-
ity, or to an axis of rotation. We encountered the latter possibility when
analyzing (n+1)–dimensional Minkowki spacetime. The former situation
occurs e.g. in Schwarzschild spacetime under the horizons, with r1 = 0
and r2 = 2m.

2. An example with r1 = −∞ is provided by anti-de Sitter spacetime, where
F behaves as r2 for large r. The variable r here should be the negative of
the usual radial coordinate in anti-de Sitter. Yet another example of this
kind occurs in the de Sitter metric, where F behaves as −r2 for large |r|,
so that r is a time function there.
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Figure 4.2.7: Some possible diagrams for (4.2.10). Time always flows forwards
along the vertical axis. In (a)-(d) the set {r = 0} corresponds to an axis of
rotation; in (e)-(h) it is a singularity. There should be four more such figures
where {r = 0} should be replaced by {r =∞}, corresponding to an asymptotic
region. Similarly there should be four more figures similar to (i)-(l), where a
singularity {r = 0} is replaced by an asymptotic region {r =∞}.

Instead of (4.2.8) we introduce a new coordinate x defined as

x(r) =

∫ r

r1

ds

F (s)
. (4.2.11)

Equation (4.2.9) remains unchanged, but now the coordinate x ranges over
[0,∞). This has already been analysed in the context higher-dimensional
Minkowski spacetime, resulting in the conformal diagrams of Figure 4.2.7.

4.2.5 Generalised Kottler metrics with Λ < 0 and m = 0

We consider a positive function F : [0,∞)→ R which has no zeros, with

x∞ :=

∫ ∞

0

dr

F (r)
<∞ . (4.2.12)

This will be e.g. the case for the generalised Kottler metrics (as described on
p. 129, in the introduction to this chapter), with negative Λ, with κ = 1, and
with vanishing mass m = 0, for which

F (r) =
r2

ℓ2
+ 1 .

In this case, we use (4.2.8) with r∗ = 0, then x ∈ [0, x∞); we obtain that
(2)
g is

conformal to a Minkowski metric on a strip Rtime×[0, x∞), as in Figure 4.2.8(a).
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Figure 4.2.8: The conformal structure of anti-de Siter spacetime. The two-
dimensional projection is the shaded strip 0 ≤ r < ∞ of figure (a). Since
{r = 0} is a center of rotation, a more faithful representation is provided by
the solid cylinder of figure (b).

If the “internal space” Nn−1 is a sphere Sn−1, then {r = 0} ≡ {x = 0} is a
rotation axis, so a more adequate representation of the resulting spacetime is
provided by Figure 4.2.8(b).

4.3 Putting things together

We have now at our disposal a variety of building blocs and a natural question
arises, whether or not more interesting spacetimes can be constructed using
those. We start by noting that no C2-extensions are possible across a boundary
near which |F | approaches infinity: Indeed, F = −g(X,X), where X = ∂t is
a Killing vector. Now, it is readily seen that for any Killing vector the scalar
function g(X,X) is bounded on compact sets, which justifies the claim. It
follows that boundaries at which F becomes unbounded correspond either to a
spacetime singularity, as is the case in the Schwarzschild metric at r = 0, or to
a “boundary at infinity” representing “points lying infinitely far away”.

So it remains to consider boundaries at which F tends to a finite value.

4.3.1 Four-blocs gluing

We have seen in Remark 1.2.12, p. 26, how to glue four blocs together, assuming
a first-order zero of F . This allows us to reproduce immediately the Penrose
diagram of the Schwarzschild spacetime, by gluing together across r1 = 2m two
copies of bloc (a) from Figure 4.2.4 (one for which r increases from left to right,
corresponding to the usual r > 2m Schwarzschild region, with a mirror image
thereof where r decreases from left to right), as well as blocs (i) and (j) from
Figure 4.2.7.

Some further significant examples are as follows:
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Figure 4.3.1: A maximal analytic extension for the Reissner-Nordström metric
with |Q| < m.

Example 4.3.1 [The conformal structure of non-extreme Reissner-
Nordström black holes.] Let us consider a Ck function

F : [0,∞)→ R ,

for some k ≥ 1, such that F has precisely two first-order zeros at 0 < r1 < r2 <
∞, and assume that

lim
r→∞

F (r) = 1 ,

∫ r1
2

0

dr

F (r)
<∞ .

We further assume that the set {r = 0} corresponds to a spacetime singular-
ity. This is the behaviour exhibited by the electro-vacuum Reissner-Norsdtröm
black holes with |Q| < m, compare Section 1.5.

One possible construction of a (maximal, analytic) extension of the region
{r > r2} proceeds as follows: We start by noting that this region corresponds
to the bloc of Figure 4.2.4(a); this is block I in Figure 4.3.1. We can perform
a four-block gluing by joining together the left-right mirror image of bloc (a)
from Figure 4.2.4, corresponding to the region {r > r2} where now r decreases
from left to right (this is block III in Figure 4.3.1), as well as blocs (b) and (d)
from Figure 4.2.6, corresponding to two regions {r1 < r < r2}. This results
in the spacetime consisting of the union of blocs I to IV in Figure 4.3.1. This
spacetime can be further extended to the future, via a four-blocs gluing, by
adding two triangles (c) and (g) from Figure 4.2.7, and yet another region
{r1 < r < r2} from Figure 4.2.6. This leads to a spacetime consisting of the
union of blocs I to VII in Figure 4.3.1. One can now continue periodically in
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Figure 4.3.2: The function F when (from left to right) a) m is positive but
smaller than the threshold of (4.3.2), b) m is positive and larger than the
threshold, and c) m is negative.

time, both to the future and to the past, obtaining the infinite sequence of blocs
of Figure 4.3.1.

Note that identifying periodically in time, with distinct periods, provides a
countable infinity of distinct alternative extensions. The resulting spacetimes
contain closed timelike curves, and no black hole region.

Further maximal analytic distinct extensions can be obtained by removing
a certain number of bifurcation spheres from the spacetime depicted in Fig-
ure 4.3.1, and passing to the universal cover of the resulting spacetime. There
are then no causality violations, as opposed to the examples of the previous
paragraph. On the other hand the current construction leads to spacetimes
containing incomplete geodesics on which e.g. the norm of the Killing vector
∂t remains bounded, while no such geodesics exist in the spacetimes of the
previous paragraph.

Example 4.3.2 (“Schwarzchild-de Sitter” metrics.) We consider a func-
tion F ∈ Ck([0,∞)), k ≥ 1, which has precisely two first-order zeros at
0 < r1 < r2 <∞, which is negative for large r, and which satisfies

∫ ∞

2r2

dr

|F (r)| <∞ .

We again assume that the set {r = 0} corresponds to a spacetime singularity.
This is the behaviour of the “generalized Kottler [174] metrics”, also known
as “Birmingham [28] metrics” in n + 1 dimensions (cf. Section 4.6, p. 150),
with cosmological constant Λ > 0, under suitable restrictions on m: The metric
takes the form

ds2 = −F (r)dt2 +
dr2

F (r)
dr2 + r2̊h, where F (r) = 1− 2m

rn−2
− r2

ℓ2
, (4.3.1)

where ℓ > 0 is related to the cosmological constant Λ by the formula 2Λ =
n(n− 1)/ℓ2, while h̊ denotes an Einstein metric with constant scalar curvature
(n − 1)(n − 2) on a manifold Nn−1. Representative graphs of the function F
are shown in Figure 4.3.2. We will only consider the case m > 0 and

(
2

(n− 1)(n − 2)

)n−2

Λn−2m2n2 < 1 , (4.3.2)
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Figure 4.3.3: A maximal extension of the class (4.3.2) of generalized Kottler
(Schwarzchild – de Sitter) metrics with positive cosmological constant and mass.

which are sufficient and necessary conditions for exactly two distinct positive
first-order zeros of F . The remaining cases are discussed in Section 4.6 below.
When n = 3, the condition (4.3.2) reads 9m2Λ < 1, and the case of equality
is referred to as the extreme Kottler–Schwarzschild–de Sitter spacetime. In
the limit where Λ tends to zero with m held constant, the spacetime metric
approaches the Schwarzschild metric with mass m, and in the limit where m
goes to zero with Λ held constant the metric tends to that of the de Sitter
spacetime with cosmological constant Λ.

To obtain a maximal extension, as F (r) is positive for r ∈ (r1, r2) we can
choose, say, bloc (a) of Figure 4.2.4 as the starting point of the construction;
this is bloc I of Figure 4.3.3. A four-bloc gluing can then be done using further
the mirror reflection of bloc (b) of Figure 4.2.4 as well as blocs (j) and (k) of
Figure 4.2.7 to extend I to the spacetime consisting of blocs I-IV of Figure 4.3.3.
Continuing similarly across r = r2, etc., one obtains the infinite sequence of
blocs of Figure 4.3.3.

Let us denote by (M , g) the spacetime constructed as in Figure 4.3.3, then
M is diffeomorphic to Rtime × Rspace ×Nn−1. Note that Figure 4.3.3 remains
unchanged when shifted by two blocs to the left or right. This leads to a discrete
isometry of the associated spacetime (M , g), let’s call it ψ. Given k ∈ N, one
can then consider the quotient manifold M /ψk, with the obvious metric. This
is the same as introducing periodic identifications in Figure 4.3.3, identifying
a bloc with its image obtained by shifting by a multiple of 2k blocs to the left
or to the right. The resulting spacetime will have topology R × S1 × Nn−1,
in particular it will contain compact spacelike hypersurfaces, with topology
S1×Nn−1. For distinct k’s the resulting spacetimes will be diffeomorphic, but
not isometric.

Example 4.3.3 [Kottler/de Sitter metrics with positive cosmologi-
cal constant, and vanishing mass parameter m.] We consider the met-
rics (4.3.1) with m = 0, thus F (r) = 1 − r2/ℓ2. Then F has one simple zero
for positive r. By arguments already given above one is led to the conformal
diagram of Figure 4.3.4.

Example 4.3.4 [Kottler/anti de Sitter metrics with negative cos-
mological constant.] The reader should have no difficulties to show that



4.3. PUTTING THINGS TOGETHER 145

PSfrag replacements

{t = 0} ≈ Sn
I +

I −

I +

I −
r
=
0

r
=
0 r 0

r
0

r
0

r 0

PSfrag replacements

{t = 0} ≈ Sn

I +

I −

I +

I −

r = 0

r0
r0
r0
r0

Figure 4.3.4: The generalized Kottler (de Sitter) metrics with positive cosmo-
logical constant and vanishing mass parameter m. Left figure: a conformal
diagram; the lines {r = 0} are centers of rotation. The right figure makes it
clearer that the Cauchy surface {t = 0}, as well as I + and I −, have spherical
topology.

the metrics (4.3.1) with Λ < 0 and m 6= 0 can be extended to a spacetime as in
Figure 4.7.12, p. 187 below, without however the shaded region there as there
are no time-machines in the solution when the angular-momentum parameter
a vanishes.

Example 4.3.5 [Nariai metrics with λΛ > 0.] The Nariai metrics can be
written in the form

g = −(λ− Λr2)dt2 + (λ− Λr2)−1dr2 + |Λ|−1̊hk , (4.3.3)

with constants satisfying k = ±1, kΛ > 0, λ ∈ R. The metric g will satisfy the
Lorentzian (n + 1)-dimensional vacuum Einstein equations with cosmological
constant proportional to Λ (equal to Λ in spacetime dimension four) if and only
if h̊k is a Riemannian Einstein metric on a (n − 1)-dimensional manifold, say
N , with scalar curvature equal to a suitable, dimension dependent constant,
whose sign coincides with that of k.

The lapse function gtt has two first order zeros r− < r+ if and only if
λΛ > 0, with the Killing vector ∂t timelike between r− and r+; in all remaining
cases λΛ ≤ 0 we obtain directly an inextendible spacetime, without Killing
horizons, and thus a somewhat dull product structure. When r → ±∞ we have
|gtt| → ∞, and since the norm of a Killing vector is a geometric invariant, no
extension is possible there. One can then obtain a global extension shown in
Figure 4.3.5.

The case λΛ > 0 but Λ < 0 leads to a global structure described by rotating
Figure 4.3.5 by 90 degrees.

For further reference we note alternative forms of g. When λ > 0 and Λ > 0,
a constant rescaling of t and r leads to

g = Λ−1

(
−(1− r2)dt2 +

dr2

1− r2 + h̊k

)
. (4.3.4)

In the region r2 < 1 (regions I and III in Figure 4.3.5) we can set r = cos(x),
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Figure 4.3.5: A maximal extension of Nariai metrics with λ > 0 and Λ > 0.

so that

g = Λ−1
(
− sin2(x)dt2 + dx2 + h̊k

)
. (4.3.5)

In the region r2 > 1 (regions II, IV , V and V I in Figure 4.3.5) we can set
r = cosh(τ) and y = t in (4.3.4), which results in

g = Λ−1
(
−dτ2 + sinh2(τ)dy2 + h̊k

)
. (4.3.6)

In either case, the space-part of the metric has cylindrical structure, with a
product metric on R×N .

Amusingly, the metric (4.3.6) can be obtained from (4.3.5) by replacing x 7→
iτ and t 7→ y. Further complex substitutions in (4.3.6), namely τ 7→ τ + iπ/2
and y 7→ iy, lead to the metric

g = Λ−1
(
−dτ2 + cosh2(τ)dy2 + h̊k

)
, (4.3.7)

with cylindrical spatial slices and boring global structure.

When λ and Λ are both negative, a constant rescaling of t and r leads
instead to

g = |Λ|−1

(
−(r2 − 1)dt2 +

dr2

r2 − 1
+ h̊k

)
, (4.3.8)

subsequently leading to obvious sign changes in (4.3.5)-(4.3.7).

4.3.2 Two-blocs gluing

The four-blocs gluing construction requires a first order zero of F ; but there
exist metrics of interest where F has zeros of order two. Examples are provided
by the extreme Reissner-Nordström metrics, with |Q| = m, or by the extreme
generalized Kottler metrics, for which the inequality in (4.3.2) is an equality.
In such cases a two-bloc gluing applies, which works regardless of the order of
the zero of F , and which proceeds as follows: Consider a function F defined on
an interval I, which might or might not change sign on I, with one single zero
there. As in (1.2.44) of Remark 1.2.12, p. 26, we introduce functions u and v
defined as

u = t− f(r) , v = t+ f(r) , f ′ =
1

F
. (4.3.9)
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But now one does not use u and v simultaneously; instead one considers, first,
a coordinate system (u, r), so that

(2)
g = −F ( dt︸︷︷︸

du+ 1
F
dr

)2 +
1

F
dr2 = −Fdu2 − 2du dr .

Since det
(2)
g = −1, the resulting metric extends smoothly as a Lorentzian metric

to the whole interval of definition, say I, of F . If we further replace u by a
coordinate U = arctan u, as in (4.2.2), each level set of U is extended from
its initial range r ∈ (r1, r2) to the whole range I. In terms of the blocs of,
say, Figure 4.2.4, this provides a way of extending across the lower-left interval
r = r1 and/or across the upper-right interval r = r2; similarly for the remaining
blocs. Equivalently, the (u, r)-coordinates allow one to attach another bloc from
our collection at the boundaries V = −π/2 and V = π/2, with V = arctan v as
in (4.2.2).

Next, using (v, r) as coordinates one obtains

(2)
g = −F ( dt︸︷︷︸

dv− 1
F
dr

)2 +
1

F
dr2 = −Fdv2 + 2dv dr .

The (V, r)-coordinates provide a way of extending across the boundary inter-
vals U = ±π/2; in Figure 4.2.4 these are the (open) lower-right or upper-left
boundary intervals.

Example 4.3.6 [The global structure of extreme Reissner-Nordström
black holes |Q| = m.] For extreme Reissner-Nordström metrics the function
F equals

F (r) =
(

1− m

r

)2
.

Although this is not needed for our purposes here, we note the explicit form of
the function f in (4.3.9):

f(r) = r − m2

r −m + 2m ln |r −m| .

To construct a maximal extension of the exterior region r ∈ (m,∞), we start
with a bloc (a) from Figure 4.2.4 with r ∈ (m,∞); this is region I in Fig-
ure 4.3.6. This can be extended across the upper-left interval with a bloc (e)
from Figure 4.2.7, providing region II in Figure 4.3.6. That last bloc can be
extended by another bloc identical to I. Continuing in this way leads to the
infinite sequence of blocs of Figure 4.3.6.

4.4 General rules

For definiteness we will assume in this section that the full spacetime metric
takes the form

−F (r)dt2 +
dr2

F (r)
+ r2̊hAB(xC)dxAdxB︸ ︷︷ ︸

=:h

, (4.4.1)
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Figure 4.3.6: A maximally extended extreme Reissner-Nordström spacetime.

which holds for many metrics of interest. The reader should have no difficulties
adapting the discussion here to more general metrics, e.g. such as in Section 4.7
below. The function r in (4.4.1) will be referred to as the radius function.

Our constructions so far lead to the following picture: Consider any two
blocs from the collection provided so far, with corresponding functions F1 and
F2, and Killing vectors X1 and X2 generating translations in the coordinate t
of (4.4.1). Then we have the following rules:

1. Before any gluing all two-dimensional coordinate-domains should be viewed
as open subsets of the plane, without their boundaries.

2. Two such blocs can be attached together across an open boundary interval
to obtain a metric of class Ck if the corresponding radius functions take
the same finite value at the boundary, and if the function F2 extends F1

in a Ck way across the boundary. One might sometimes have to change
the space-orientation x → −x of one of the blocs to achieve this, and
perhaps also the time orientation so that the (extended) Killing vector
X1 matches X2 at the relevant boundary interval.

3. The calculation in Example 1.3.9, p. 41, shows that the surface gravity of
a horizon r = r∗, where F (r∗) = 0, for metrics of the form (4.4.1) equals
F ′(r∗)/2. Hence, in view of what has just been said, a necessary and
sufficient condition for a C1 gluing of the metric across an open boundary
interval is equality of the radius functions r together with equality of the
surface gravities of the Killing vectors ∂t at the boundary in question.

4. Two-bloc gluings only attach the common open boundary interval to the
existing structure, so that the result is again an open subset of R

2. In
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particular two-bloc gluings never attach the corners of the blocs to the
spacetime.

5. Four-bloc gluings can only be done across a first-order zero of F at which
F is differentiable. A function F which is of Ck-differentiability class
leads then to a metric which is of Ck−1-differentiability class.

6. A four-bloc gluing attaches to the spacetime the common corner of the
four-blocs, as well as the four open intervals accumulating at the corner.
(The result is of course again an open subset of R2.)

4.5 Black holes / white holes

One of the points of the conformal diagrams above is, that one can by visual
inspection decide whether or not a spacetime, constructed by the prescription
just given, contains a black hole region. The key observation is, that each
boundary which is represented by a line of 45-degrees slope corresponds to a
null hypersurface in spacetime. If the spacetime is faithfully represented by a
collection of blocks on the plane, the corresponding hypersurfaces are two-sided
in spacetime, and can therefore

only be crossed by future directed causal curves from one side to the other.

So consider a spacetime which contains a block with a boundary which has
a slope of either 45 or −45 degrees. Let Γ denote a straight line in the plane
which contains that boundary. Assuming the usual time orientation, it should
be clear that no future directed causal curve with initial point in that part of
the plane which lies above Γ will ever reach that part of the plane which lies
under Γ. In other words, the region above Γ is inaccessible to any observer that
remains entirely under Γ.

We conclude that if a physically preferred bloc lies under Γ, then anything
above Γ will belong to a black-hole region, as defined relatively to that block.

One can similarly talk about white hole regions, by reversing time-orientation.

As an example consider bloc I of Figure 4.3.1, p. 142, describing one con-
nected component of the infinitely many “exterior”, r > r+, regions of a maxi-
mally extended non-degenerate Reissner-Nordström solution. Everything lying
above the line of 45-degrees slope bounding this bloc belongs to a black hole
region, as defined with respect to this block. Everything lying below the line
of minus 45-degrees slope bounding this bloc belongs to a white hole region, as
defined with respect to block I.

Note that this argument might fail if the spacetime is not faithfully rep-
resented by a subset of the plane, for example if some identifications between
various blocks are made, as already mentioned at the end of Example 4.3.1,
p. 141.
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4.6 Birmingham metrics

Further examples of interesting causal diagrams can be constructed for the
Birmingham metrics [28], which are higher-dimensional generalisations of the
Schwarzschild metric, including a non-vanishing cosmological constant. The
object of what follows is to discuss those metrics, with particular emphasis on
the global structure of extensions and their causal diagrams.

Consider an (n+ 1)-dimensional metric, n ≥ 3, of the form

g = −f(r)dt2 +
dr2

f(r)
+ r2 h̆AB(xC)dxAdxB︸ ︷︷ ︸

=:h̆

, (4.6.1)

where h̆ is a Riemannian Einstein metric on a compact (n − 1)-dimensional
manifold N , and where we denote by xA the local coordinates on N . As first
pointed out by Birmingham in [28], for any m ∈ R and

ℓ ∈ R
∗ ∪
√
−1R∗

the function

f =
R̆

(n− 1)(n − 2)
− 2m

rn−2
− r2

ℓ2
, (4.6.2)

where R̆ is the (constant) scalar curvature of h̆, leads to a vacuum metric,

Rµν =
n

ℓ2
gµν , (4.6.3)

where ℓ is a constant related to the cosmological constant Λ ∈ R as

1

ℓ2
=

2Λ

n(n− 1)
. (4.6.4)

A comment about negative Λ, and thus purely complex ℓ’s, is in order.
In this section we will be mostly interested in a positive cosmological constant,
which corresponds to real ℓ. When considering a negative cosmological constant
(4.6.4) requires ℓ ∈

√
−1R, which is awkward to work with. So when Λ < 0 it

is convenient to change r2/ℓ2 in f to −r2/ℓ2, change the sign in (4.6.4), and
use a real ℓ. We will often do this without further ado.

Clearly, n cannot be equal to two in (4.6.2), and we therefore exclude this
dimension in what follows.

The multiplicative factor two in front of m is convenient in dimension three
when h̆ is a unit round metric on S2, and we will keep this form regardless of
topology and dimension of N .

There is a rescaling of the coordinate r = br̄, with b ∈ R
∗, which leaves

(4.6.1)-(4.6.2) unchanged if moreover

h̆ = b2h̆ , m̄ = b−nm, t̄ = bt . (4.6.5)

We can use this to achieve

β :=
R̆

(n− 1)(n − 2)
∈ {0,±1} . (4.6.6)
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r =∞

r = 0

Figure 4.6.1: The (t, r)-causal diagram when m < 0 and f has no zeros.

This will be assumed from now on. The set {r = 0} corresponds to a singularity
when m 6= 0. Except in the case m = 0 and β = −1, by an appropriate choice
of the sign of b we can always achieve r > 0 in the regions of interest. This will
also be assumed from now on.

For reasons which should be clear from the main text, we are seeking func-
tions f which, after a suitable extension of the spacetime manifold and metric,
lead to spatially periodic solutions.

4.6.1 Cylindrical solutions

Consider, first, the case where f has no zeros. Since f is negative for large |r|,
f is negative everywhere. It therefore makes sense to rename r to τ > 0, t to
x, and −f to F > 0, leading to the metric

g = − dτ2

F (τ)
+ F (τ)dx2 + τ 2̊h . (4.6.7)

The non-zero level-sets of the time coordinate τ are infinite cylinders with
topology R × M̊ , with a product metric. Note that the extrinsic curvature of
those level sets is never zero because of the r2 term in front of h̊, except possibly
for the {r = 0}-slice in the case β = −1 and m = 0.

Assuming that m 6= 0, the region r ≡ τ ∈ (0,∞) is a “big-bang – big freeze”
spacetime with cylindrical spatial sections. The corresponding Penrose diagram
is an infinite horizontal strip with a singular spacelike boundary at τ = 0, and
a smooth conformal spacelike boundary at τ =∞, see Figure 4.6.1.

In the case m = 0 and β = 0 the spatial sections are again cylindrical, with
the boundary {τ = 0} being now at infinite temporal distance: Indeed, setting
T = ln τ , in this case we can write

g = −ℓ2dτ
2

τ2
+
τ2

ℓ2
dx2 + τ 2̊h

= −ℓ2dT 2 + e2T
(
dx2

ℓ2
+ h̊

)
.

When h̊ is a flat torus, this is one of the forms of the de Sitter metric [147,
p. 125].

The next case which we consider is f ≤ 0, with f vanishing precisely at one
positive value r = r0. This occurs if and only if β = 1 and

r0 =

√
n

n− 2
ℓ , m =

rn0
(n− 2)ℓ2

. (4.6.8)
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Figure 4.6.2: The causal diagram for the Birmingham metrics with positive
cosmological constant and f ≤ 0, vanishing precisely at r0.
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Figure 4.6.3: The causal diagram for the Birmingham metrics with positive
cosmological constant and m < 0, β ∈ R, or m = 0 and β = 1, with r0 defined
by the condition f(r0) = 0. The set {r = 0} is a singularity unless the metric is
the de Sitter metric (M̊ = Sn−1 and m = 0), or a suitable quotient thereof so
that {r = 0} corresponds to a center of (possibly local) rotational symmetry.

A (r = τ, t = x)-causal diagram can be found in Figure 4.6.2.

No non-trivial, periodic, time-symmetric (Kij = 0) spacelike hypersurfaces
occur in all spacetimes above. Periodic spacelike hypersurfaces with Kij 6≡ 0
arise, but a Hamiltonian analysis of initial data asymptotic to such hypersur-
faces goes beyond the scope of this work.

From now on we assume that f has positive zeros.

4.6.2 Naked singularities

Assuming that m = 0 but β 6= 0, we must have β = 1 in view of our hypothesis
that f has positive zeros. For r ≥ 0 the function f has exactly one zero, r = ℓ.
The boundaries {r = 0} and {r = ℓ} of the set {r ∈ [0, ℓ]} correspond either to
regular centers of symmetry, in which case the level sets of t are Sn’s or their
quotients, or to conical singularities. See Figure 4.6.3.

If m < 0 the function f : (0,∞) → R is monotonously decreasing, tending
to minus infinity as r tends to zero, where a naked singularity occurs, and to
minus infinity when r tends to ∞, hence f has then precisely one zero. The
causal diagram can be seen in Figure 4.6.3.

No spatially periodic time-symmetric spacelike hypersurfaces occur in the
spacetimes above.
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Figure 4.6.4: The causal diagram for Birmingham metrics with Λ > 0 and
exactly two first-order zeros of f .

4.6.3 Spatially periodic time-symmetric initial data

We continue with the remaining cases, that is, f having zeros and m > 0.
The function f : (0,∞) → R is then concave and thus has precisely two first
order zeros, except for the case already discussed in (4.6.8). A causal diagram
for a maximal extension of the spacetime, for the two-first-order-zeros cases, is
provided by Figure 4.6.4. The level sets of t within each of the diamonds in that
figure can be smoothly continued across the bifurcation surfaces of the Killing
horizons to smooth spatially-periodic Cauchy surfaces.

4.6.4 Killing horizons

The locations of Killing horizons of the Birmingham metrics are defined, in
space-dimension n, by the condition

f(r0) = β − 2m

rn−1
0

− r20
ℓ2

= 0 .

Thus, variations of the metric on the horizons satisfy

0 = δf |r=r0 =

[
(∂rf)δr − 2

rn−2
δm

]∣∣∣∣
r=r0

; (4.6.9)

equivalently

δm =
1

2(n − 1)
(∂rf)δ(rn−1) =

1

(n− 1)σn−1

(∂rf)

2

∣∣∣
r=r0

δA , (4.6.10)

where rn−1σn−1 is the “area” of the cross-section of the horizon.

Let us check that κ := (∂rf)
2

∣∣∣
r=r0

coincides with the surface gravity of the

horizon, defined through the usual formula

∇KK = −κK , (4.6.11)

where K is the Killing vector field which is null on the horizon. For this, we
rewrite the spacetime metric (4.6.1) as usual as:

g = −f du2 − 2 du dr + r2̊h ,
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where du = dt − 1
f dr. The Killing field K = ∂u = ∂t is indeed tangent to the

horizon and null on it. Formula (4.6.11) implies that

κ = −Γuuu = −1

2
guλ(2gλu,u − guu,λ) . (4.6.12)

The inverse metric equals

g♯ = −2
∂

∂u

∂

∂r
+ f

(
∂

∂r

)2

+ r−2̊h♯ ,

whence guλ = −δλr , and

κ = −1

2
guu,r =

(∂rf)

2

∣∣∣
r=r0

,

as claimed. We conclude that on Killing horizons it holds that

δm =
1

(n− 1)σn−1
κ
∣∣∣
r=r0

δA . (4.6.13)

Equation (4.6.13) if often referred to as the first law of black hole dynamics.

4.6.5 Curvature

In this section we study the geometry of metrics of the form

g = −f(r)dt2 +
dr2

f(r)
+ r2 h̊AB(xC)dxAdxB︸ ︷︷ ︸

=:̊h

(4.6.14)

in the region where f < 0. For visual clarity it is convenient to make the
following replacements and redefinitions:

r → τ , t→ x , f → −e2χ , (4.6.15)

which bring g to the form

g = −e−2χ(τ)dτ2 + e2χ(τ)dx2 + τ 2̊h , (4.6.16)

To calculate the Riemann tensor we use the moving-frames formalism. For
A = 1, . . . , n let θ̊A be an ON-coframe for h̊,

h̊ =

n−1∑

A=1

θ̊A ⊗ θ̊A ,

and let ω̊AB and Ω̊AB be the associated connection and curvature forms. It
holds that

0 = dθ̊A + ω̊AB ∧ θ̊B ,
Ω̊A

B = dω̊AB + ω̊AC ∧ ω̊CB .
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Let θµ be the following g-ON-coframe:

θ0 = e−χdτ , θA = τ θ̊A , θn = eχdx .

The vanishing of torsion gives

0 = dθ0 + ω0
µ ∧ θµ = ω0

n ∧ θn + ω0
A ∧ θA ,

0 = dθA + ωAµ ∧ θµ = dτ ∧ θ̊A + τdθ̊A + ωAµ ∧ θµ

= dτ ∧ θ̊A + ωA0 ∧ θ0 + ωAn ∧ θn + (ωAB − ω̊AB) ∧ θB ,
0 = dθn + ωnµ ∧ θµ = d(eχ) ∧ dx+ ωnµ ∧ θµ

= eχχ̇ θ0 ∧ θn + ωn0 ∧ θ0 + ωnA ∧ θA .
This is solved by setting

ωnA = 0 ,

ωn0 = eχχ̇ θn =
1

2
˙(e2χ)dx ,

ωA0 = eχθ̊A ,

ωAB = ω̊AB .

The curvature two-forms are thus

Ω0
n = dω0

n + ω0
µ ∧ ωµn = dω0

n =
1

2
¨(e2χ)dτ ∧ dx

=
1

2
¨(e2χ) θ0 ∧ θn =

1

2
¨(e2χ)δ0[µgν]nθ

µ ∧ θν , (4.6.17)

Ω0
A = dω0

A + ω0
µ ∧ ωµA =

1

2
˙(e2χ)θ0 ∧ θ̊A + eχdθA + eχθB ∧ ωBA

=
1

2
˙(e2χ)τ−1θ0 ∧ θA =

1

2
˙(e2χ)τ−1δ0[µgν]Aθ

µ ∧ θν , (4.6.18)

Ωn
A = dωnA + ωnµ ∧ ωµA =

1

2
˙(e2χ)τ−1θn ∧ θA

=
1

2
˙(e2χ)τ−1δn[µgν]Aθ

µ ∧ θν , (4.6.19)

ΩA
B = dωAB + ωAµ ∧ ωµB = Ω̊A

B + e2χτ−2θA ∧ θB
=

1

2
Ω̊A

BCDθ̊
C ∧ θ̊D + e2χτ−2θA ∧ θB

=
1

2
τ−2(Ω̊A

BCD + 2e2χδA[CδD]B) θC ∧ θD . (4.6.20)

Using

Ωµ
ν =

1

2
Rµναβθ

α ∧ θβ , (4.6.21)

we conclude that, up to symmetries, the non-zero frame-components of the
Riemann tensor are

R0
nµν = ¨(e2χ)δ0[µgν]n , (4.6.22)

R0
Aµν = ˙(e2χ)τ−1δ0[µgν]A , (4.6.23)

RnAµν = ˙(e2χ)τ−1δn[µgν]A , (4.6.24)

RABCD = τ−2(Ω̊A
BCD + 2e2χδA[CδD]B) . (4.6.25)
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Hence the non-vanishing components of the Ricci tensor are

R00 = −1

2

(
¨(e2χ) + (n− 1) ˙(e2χ)τ−1

)
= −Rnn , (4.6.26)

RAB = τ−2R̊AB +
(

(n− 2)τ−2e2χ + ˙(e2χ)τ−1
)
gAB . (4.6.27)

If h̊ is Einstein, R̊AB = (R̊/(n − 1))̊hAB , the last equation becomes

RAB = τ−2

(
R̊

n− 1
+ (n− 2)e2χ + τ ˙(e2χ)

)
gAB . (4.6.28)

It is now straightforward to check that for any m ∈ R and ℓ ∈ R
∗ the function

e2χ = − R̊

(n− 1)(n − 2)
+

2m

τn−2
+
τ2

ℓ2
(4.6.29)

(compare with (4.6.2) and (4.6.14)-(4.6.15)) leads to a vacuum metric:

Rµν =
n

ℓ2
gµν . (4.6.30)

For further reference we note that the Ricci scalar R equals, quite generally,

R = ¨(e2χ) + (n− 1)
(

2 ˙(e2χ)τ−1 + (n− 2)τ−2e2χ
)

+ τ−2R̊ . (4.6.31)

Suppose that g is a Birmingham metric with m = 0, thus

e2χ = −β +
τ2

ℓ2

for a constant β, then

1

2
¨(e2χ) =

1

2
˙(e2χ)τ−1 = τ−2(e2χ + β) =

1

ℓ2
.

If h̊ is a space-form, with

Ω̊A
BCD = 2βδA[CδD]B ,

consistently with (4.6.6), we obtain

Rµνρσ =
2

ℓ2
gµ[ρgσ]ν .

If, however, h̊ is not a space-form, we have

Ω̊A
BCD = 2βδA[CδD]B + rABCD ,

for some non-identically vanishing tensor rABCD, with all traces zero. Hence
we obtain

Rµνρσ =
2

ℓ2
gµ[ρgσ]ν + τ−2rµνρσ ,
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where the functions rµνρσ are τ -independent in the current frame, and vanish
whenever one of the indices is 0 or n. This gives

RµνρσRµνρσ =
2n(n + 1)

ℓ4
+ rµνρσrµνρσ

=
2n(n + 1)

ℓ4
+ τ−4

n−1∑

A,B,C,D=1

(rABCD)2 ,

which is singular at τ = 0.
Recall, now, that the calculations so far also apply to

g = −f(r)dt2 +
dr2

f(r)
+ r2̊h (4.6.32)

with the following replacements and redefinitions:

r → τ , t→ x , f → −e2χ . (4.6.33)

Strictly speaking, f should be negative when using the substitutions above,
but the final formulae hold regardless of the sign of f . For convenience of
crossreferencing we rewrite the formulae obtained so far in this notation:

Rrtµν = −f ′′δr[µgν]t , (4.6.34)

RrAµν = −f ′r−1δr[µgν]A , (4.6.35)

RtAµν = −f ′r−1δt[µgν]A , (4.6.36)

RABCD = r−2(Ω̊A
BCD − 2fδA[CδD]B) , (4.6.37)

Rrt = 0 = RtA = RrA , (4.6.38)

Rrr =
1

2

(
f ′′ + (n− 1)f ′r−1

)
= −Rtt , (4.6.39)

RAB = r−2R̊AB −
(
(n− 2)r−2f + f ′r−1

)
gAB . (4.6.40)

R = −f ′′ − (n− 1)
(
2f ′r−1 + (n− 2)r−2f

)
+ r−2R̊ . (4.6.41)

If h̊ is Einstein

R̊AB =
R̊

n− 1
h̊AB , (4.6.42)

the last equation becomes

RAB = r−2

(
R̊

n− 1
− (n− 2)f − rf ′

)
gAB . (4.6.43)

As before, for any m ∈ R and ℓ ∈ R
∗ the function

f =
R̊

(n − 1)(n − 2)
− 2m

rn−2
− εr

2

ℓ2
, ε ∈ {0,±1} (4.6.44)

leads to an Einstein metric:

Rµν = ε
n

ℓ2
gµν . (4.6.45)



158 CHAPTER 4. DIAGRAMS, EXTENSIONS

4.6.6 The Euclidean Schwarzschild - anti de Sitter metric

An important role in Euclidean quantum gravity [137] is played by solutions of
the field equations with Riemannian signature. An example of such a metric is
provided by the Euclidean Schwarzschild anti-de Sitter metric which, in (n+1)-
dimensions, takes the form

g =

(
r2

ℓ2
+ κ− 2m

rn−2︸ ︷︷ ︸
=:F (r)

)
dt2 +

dr2

r2

ℓ2
+ κ− 2m

rn−2

+ r2hκ , (4.6.46)

where ℓ > 0 and m are real constants, κ ∈ {0,±1}, and where (n−1N,hκ) is an
(n− 1)-dimensional Einstein manifold with Ricci tensor equal to (n− 2)κhκ.

The metric (4.6.46) is obtained from the Schwarzschild - anti-de Sitter metric
by replacing dt2 by −dt2. Such a substitution preserves the condition that the
Ricci tensor is proportional to the metric, which can be seen as follows:

Quite generally, let g be a metric such that ∂tgµν = 0 in a suitable coordinate
system. Consider the tensor field, say g(a), where every occurrence of dt in g
is replaced by adt, where a ∈ C. Let Rµν(a) denote the Ricci tensor of g(a).
Then Rµν(a)− λgµν(a) is a holomorphic function of a away from the set where
det g(a)µν vanishes. When a ∈ R

+ the metric g(a) can be obtained from g by a
coordinate transformation t 7→ at, hence Rµν(a)− λgµν(a) with a ∈ R vanishes
if

Rµν(1)− λgµν(1) = Rµν − λgµν
did. Since a holomorphic function vanishing on the real positive axis vanishes
everywhere, we conclude that Rµν(a) − λg(a) = 0 for all a on the connected
component of C containing 1 on which det g(a)µν 6= 0.

We conclude that g given by (4.6.46) is indeed an Einstein metric.
Let r∗ > 0 be any first-order zero of gtt,

r2∗
ℓ2

+ κ− 2m

rn−2
∗

= 0 .

After introducing a new coordinate ρ by the formula

ρ(r) =

∫ r

r∗

1√
s2

ℓ2
+ κ− 2m

sn−2

ds , (4.6.47)

one can rewrite the metric (4.6.46) as

g = dρ2 + ρ2H(ρ)dt2 + r2hκ , (4.6.48)

where H is obtained by dividing gtt by ρ2. Elementary analysis, using the fact
that r∗ is a simple zero of F , shows that

H(0) =
F ′(r∗)2

4
.

This implies that a periodic identification of t with period

T :=
4π

F ′(r∗)
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guarantees that dρ2 + ρ2H(ρ)dt2 is a smooth metric on R
2 with a rotation axis

at ρ = 0. As a result, (4.6.48) defines a smooth Riemannian metric on

M := R
2 × n−1N .

The metric (4.6.46) can be smoothly conformally compactified by introduc-
ing, for large r, a coordinate x := 1/r and rescaling:

x2g = (
1

ℓ2
+ κ− 2mxn)dt2 +

dx2

1
ℓ2

+ κx2 − 2mxn
+ hκ . (4.6.49)

Hence, the conformal boundary ∂M := {x = 0} of M is diffeomorphic to
S1 × n−1N , with conformal metric

dt2

ℓ2
+ hκ . (4.6.50)

Horowitz-Myers-type metrics

Consider an (n+ 1)-dimensional metric, n ≥ 3, of the form

g = f(r)dψ2 +
dr2

f(r)
+ r2 h̆AB(xC)dxAdxB︸ ︷︷ ︸

=:h̆

(4.6.51)

where now h̆ is a Riemannian or pseudo-Riemannian Einstein metric on an
(n−1)-dimensional manifold N̊ with constant scalar curvature R̊ and, similarly
to the last section, the xA’s are local coordinates on N̊ .1 This metric can be
formally obtained from (4.6.1) by changing t to iψ. It therefore follows that
for m ∈ R and ℓ ∈ R

∗ the function

f = β− 2m

rn−2
− εr

2

ℓ2
, ε ∈ {0,±1} , β =

R̊

(n − 1)(n − 2)
∈ {0,±1} . (4.6.52)

leads to a metric satisfying (4.6.3).

Rµν =
εn

ℓ2
gµν , ε ∈ {0,±1} , (4.6.53)

where ℓ is a constant related to the cosmological constant as in (4.6.4).
Suppose that f has zeros, and let us denote by r0 the largest zero of f . We

assume that r0 is of first order, and we restrict attention to r ≥ r0. Imposing
a suitable ψ0-periodicity condition on ψ ∈ [0, ψ0], the usual arguments imply
that the set {r = r0} is a rotation axis in a plane on which

√
r − r0 and ψ are

coordinates of polar type: Indeed, if we set

ρ = F (r) , with F =

∫ r

r0

1√
f(r)

dr =

√
r − r0

2
√
f ′(r0)

(1 +O(r − r0)) ,

1To avoid a proliferation of notation we use the symbol h̆ both for the metric on N appearing
in (4.6.1) and for the metric on the manifold N̊ relevant for (4.6.51). Typically (N, h̆) is
a compact Riemannian manifold, while (N̊, h̆) in (4.6.51) will be Lorentzian with N̊ non-
compact.
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we find

dr2

f
+ fdψ2 = dρ2 + f(F−1(ρ))dψ2 = dρ2 + (2f ′(r0))2(1 +O(ρ2))ρ2dψ2 ,

which defines a smooth metric near ρ = 0 if and only if

ψ = λℓα , (4.6.54)

where α is a new 2π-periodic coordinate, and

λ =
1

2ℓf ′(r0)
. (4.6.55)

In the case where

ε = −1 ,

one obtains Einstein metrics with a negative cosmological constant.

Whatever ε, a conformal completion at spacelike infinity can be obtained
by introducing a new coordinate x = ℓ/r, bringing g to the form

g = f(ℓx−1)ℓ2λ2dα2 +
ℓ2dx2

x4f(ℓx−1)
+ ℓ2x−2h̆

= x−2ℓ2(− (ε− βx2 +O(xn))λ2dα2 − (ε+ βx2 +O(xn))dx2 + h̆) .(4.6.56)

We see explicitly that the conformal class of metrics induced by x2g on the
boundary at infinity,

I = {x = 0} ≈ S1 × N̊ ,

is Lorentzian if h̆ is Lorentzian and if ε = −1.

β = 0, n = 3

In [156] Horowitz and Myers consider the case n+ 1 = 4, ε = −1,2 and choose
h̆ = −ℓ−2dt2 + dϕ2, with ϕ being a 2π-periodic coordinate on S1. Thus

g = −r
2

ℓ2
dt2 + f(r)ℓ2λ2dα2 +

dr2

f(r)
+ r2dϕ2 . (4.6.57)

Equation (4.6.56) shows that timelike infinity I ≈ R× S1 × S1 is conformally
flat:

x2g →r→∞ −dt2 + ℓ2(λ2dα2 + dx2 + dϕ2) . (4.6.58)

Some comments about factors of ℓ are in order: if we think of r as having
dimension of length, then ℓ, t and ψ also have dimension of length, m has
dimension lengthn−1, while f , x, and the xA’s (and thus ϕ) are dimensionless.

A uniqueness theorem for the metrics (4.6.57) has been established in [279].

2The case β = 0 and ε = 1 leads to a signature (+−−−) for large r; our signature (−+++)
is recovered by multiplying the metric by minus one, but then one is back in the case ε = −1
after renaming m to −m.
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β = ±1, n = 3

We consider the metric (4.6.51) with2 ε = −1 and h̆ of the form

h̆ =

{
dθ2 + sin2(θ) dϕ2, β = 1;
dθ2 + sinh2(θ) dϕ2, β = −1.

(4.6.59)

In regions where f is positive, one obtains a Lorentzian metric after a “double
Wick rotation”

θ = iℓ−1t , ϕ = iφ ,

resulting in

g = −r
2

ℓ2
dt2 +

dr2

f(r)
+ f(r)ℓ2λ2dα2 + r2

{
sinh2(ℓ−1t) dφ2, β = 1;
sin2(ℓ−1t) dφ2, β = −1.

(4.6.60)

Taking α and φ periodic one obtains again a conformal infinity diffeomorphic
to R × T

2. Note that the conformal metric at the conformal boundary is not
conformally stationary anymore, as opposed to the metrics (4.6.58). We have
not attempted to study the nature of the singularities of g at sinh(ℓ−1t) = 0 or
at sin(ℓ−1t) = 0.

Negative coordinate mass

For completeness we show that the metric (4.6.51) has the striking property that
its total coordinate mass is negative when m is positive; the latter is needed
for regularity of the metric. This has already been observed in [156] in space-
dimension three with a toroidal Scri. Here we check that this remains correct
in higher dimensions, for a large class of topologies of Scri.

Before continuing, we note that Lorentzian Horowitz-Myers-type metrics
with a smooth conformal compactification at infinity exist only with negative
Λ: Indeed, to obtain the right signature for large r when ǫ > 0 one needs to
multiply the metric by minus one. But then the resulting metric has negative
Ricci scalar, and hence solves Einstein equations with a negative cosmological
constant.

Somewhat more generally, consider those metrics of the form (4.6.51) for
which

N̊ = Rt × Ň ,

where (Ň , ȟ) is a compact Riemannian manifold, and where

h̆ = −ℓ−2dt2 + ȟ , (4.6.61)

so that

g = f(r)dψ2 +
dr2

f(r)
+ r2

(
−ℓ−2dt2 + ȟ

)
. (4.6.62)

The question arises, how to define the mass of such a metric.
To avoid ambiguities, let us write fm for the function f of (4.6.52).
Let us denote by fm the function f of (4.6.52). One assigns a coordinate

mass to a metric such as (4.6.62) by writing it in the form (4.6.1)-(4.6.2), p. 150,
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with some function fM , then the parameter M is, by definition, the coordinate
mass.

For this we introduce in (4.6.62) a new coordinate r = r(ρ):

g = fm(r)ℓ2λ2dα2 +
dr2

fm(r)
+
r2

ℓ2
(−dt2 + ℓ2ȟ)

= −r
2

ℓ2
dt2 +

(
dr

dρ

)2 dρ2

fm(r)

+r2((1 +O(βr−2) +O(mr−n))λ2dα2 + ȟ) , (4.6.63)

where the error terms have to be understood for large r. We will have

g ≈ −fM(ρ)dt2 +
dρ2

fM (ρ)
+ ρ2(λ2dα2 + ȟ) ,

for some parameter M possibly different from m, provided that

r2 = ℓ2fM (ρ)(1 + o(ρ−n)) ,

(
dρ

dr

)2

fm(r) = fM(ρ)(1 + o(ρ−n)) , (4.6.64)

The first equation determines r as a function of ρ up to correction terms o(ρ−n).
Inserting the result into the second equation determines M , provided that the
asymptotic expansion of the left-hand side is compatible with that of the right-
hand side.

Now, it is straightforward to check that these equations are compatible if
and only if

β = 0 . (4.6.65)

We conclude that for metrics satisfying (4.6.51)-(4.6.52) and (4.6.61)

the coordinate mass is only defined if β = 0.

Assuming (4.6.65), after asymptotically solving the first equation in (4.6.64)
and inserting the result into the second one, we find that

ρ = r +
ℓ2M

rn−1
+O(r−(2n−1)) , (4.6.66)

and that the coordinate mass equals

M = − m

n− 1
. (4.6.67)

In particular M is negative for positive m.

4.7 Projection diagrams

We have seen that a very useful tool for visualizing the geometry of two-
dimensional Lorentzian manifolds is that of conformal Carter-Penrose dia-
grams. For spherically symmetric geometries, or more generally for metrics
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in bloc-diagonal form, the two-dimensional conformal diagrams provide useful
information about the four-dimensional geometry as well, since many essential
aspects of the spacetime geometry are described by the t−r sector of the metric.

The question then arises, whether some similar device can be used for met-
rics which are not in bloc-diagonal form. In the following sections we show,
following closely [87], that one can usefully represent classes of non-spherically
symmetric geometries in terms of two-dimensional diagrams, called projection
diagrams, using an auxiliary two-dimensional metric constructed out of the
spacetime metric. Whenever such a construction can be carried-out, the is-
sues such as stable causality, global hyperbolicity, existence of event or Cauchy
horizons, the causal nature of boundaries, and existence of conformally smooth
infinities become evident by inspection of the diagrams, in a way completely
analogous to the bloc-diagonal case.

4.7.1 The definition

Let (M , g) be a smooth spacetime, and let R
1,n denote the (n+ 1)-dimensional

Minkowski spacetime. We wish to construct a map π from (M , g) to R
1,1 which

allows one to obtain information about the causality properties of (M , g). Ide-
ally, π should be defined and differentiable throughout M . However, already
the example of Minkowski spacetime, discussed in Section 4.2.2, p. 135, shows
that such a requirement is too restrictive: the map used there is not differ-
entiable at the axis of rotation. So, while we will require that π is defined
everywhere, it will be convenient to require that π be differentiable, and a sub-
mersion, on a subset of M which we will denote by U . (Recall that π is a
submersion if π∗ is surjective at every point.) This allows us to talk about
“the projection diagram of Minkowski spacetime”, or “the projection diagram
of Kerr spacetime”, rather than of “the projection diagram of the subset U of
Minkowski spacetime”, etc. Note that the latter terminology would be more
precise, and will sometimes be used, but appears to be an overkill in most cases.

Now, to preserve causality it appears a good idea to map timelike vectors
to timelike vectors. This will be part of our definition: π will be required to
have this property on U . But note that a necessary condition for existence of
a map from M to R

1,1 which maps timelike vectors to timelike vectors is stable
causality of U : Indeed, if t is a time function on R

1,1, then t ◦ π will be a time
function on U for such maps; but the existence of a time function on U is
precisely the definition of stable causality. So causality violations provide an
obvious obstruction for the construction of π.

Having accepted that U might not be the whole of M , a possible require-
ment could be that U is dense in M , as is the case for Minkowski spacetime.
Keeping in mind that the Kerr spacetime contains causality-violating regions,
which obviously have to be excluded from the domain where π has good causal-
ity properties, we see that the density requirement cannot be imposed in general.
Clearly one would like U to be as large as possible: the larger U , the more
information we will get about M . We leave it as an open question, whether or
not there is an optimal largeness condition which could be imposed on U . We
simply use U as part of the input data of the definition, hoping secretly that
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it is as large as can be.
As already mentioned, we will require timelike vectors to be mapped to

timelike vectors. Note that if some timelike vectors in the image of π within
Minkowski spacetime will not arise as projections of timelike vectors, then there
will be Minkowskian timelike curves in the image of π which will have nothing
to do with causal curves in M . But then no much insight into the causality of
M will be gained by inspecting causal curves in R

1,1. In order to avoid this,
one is finally led to the following definition:

Definition 4.7.1 Let (M , g) be a Lorentzian manifold. A projection diagram
is a pair (π,U ), where

U ⊂M ,

is open and non-empty, and where

π : M → W

is a continuous map, differentiable on an open dense subset of M , such that
π|U is a smooth submersion. Moreover:

1. for every smooth timelike curve σ ⊂ π(U ) there exists a smooth timelike
curve γ in (U , g) such that σ is the projection of γ: σ = π ◦ γ;

2. the image π ◦ γ of every smooth timelike curve γ ⊂ U is a timelike curve
in R

1,1.

Some further comments are in order:
First, we have assumed for simplicity that (M , g), π|U , and the causal

curves in the definition are smooth, though assuming that π is C1 on U would
suffice for most purposes.

As already discussed, the requirement that timelike curves in π(U ) arise as
projections of timelike curves in M ensures that causal relations on π(U ), which
can be seen by inspection of π(U ), reflect causal relations on M . Conditions
1 and 2 taken together ensure that causality on π(U ) represents as accurately
as possible causality on U .

The second condition of the definition is of course equivalent to the require-
ment that the images by π∗ of timelike vectors in TU are timelike. This implies
further that the images by π∗ of causal vectors in TU are causal. But it should
be kept in mind that projections lose information, so that the images by π∗
of many null vectors in TU will be timelike. And, of course, many spacelike
vectors will be mapped to causal vectors under π∗.

The curve-equivalent of the last remarks is that images of causal curves in
U are causal in π(U ); that many spacelike curves in U will be mapped to
causal curves in π(U ); and that many null curves in U will be mapped to
timelike ones in π(U ).

The requirement that π is a submersion guarantees that open sets are
mapped to open sets. This, in turn, ensures that projection diagrams with
the same set U are locally unique, up to a local conformal isometry of two-
dimensional Minkowski spacetime. We do not know whether or not two sur-
jective projection diagrams πi : U → Wi, i = 1, 2, with identical domain of
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definition U are (globally) unique, up to a conformal isometry of W1 and W2.
It would be of interest to settle this question.

In many examples of interest the set U will not be connected; we will see
that this happens already in the Kerr spacetime.

Recall that a map is proper if inverse images of compact sets are compact.
In the definition we could further have required π to be proper; indeed, many
projection diagrams below have this property. This is actually useful, as then
the inverse images of globally hyperbolic subsets of W are globally hyperbolic,
and so global hyperbolicity, or lack thereof, can be established by visual inspec-
tion of W . It appears, however, more convenient to talk about proper projection
diagrams whenever π is proper, allowing for non-properness in general.

As such, we have assumed for simplicity that π maps M into a subset of
Minkowski spacetime. In some applications it might be natural to consider
more general two-dimensional manifolds as the target of π; this requires only
a trivial modification of the definition. An example is provided by the Gowdy
metrics on a torus, discussed at the end of this section, where the natural
image manifold for π is (−∞, 0) × S1, equipped with a flat product metric.
Similarly, maximal extensions of the class of Kerr-Newman - de Sitter metrics
of Figure 4.7.8, p. 182, require the image of π to be a suitable Riemann surface.

4.7.2 Simplest examples

The simplest examples of projection diagrams have already been constructed
for metrics of the form

g = ef (−Fdt2 + F−1dr2) + hABdx
AdxB︸ ︷︷ ︸

=:h

, F = F (r) , (4.7.1)

where h = hAB(t, r, xC)dxAdxB is a family of Riemannian metrics on an (n −
1)-dimensional manifold Nn−1, possibly depending upon t and r, and f is a
function which is allowed to depend upon all variables. It should be clear
that any manifestly conformally flat representation of any extension, defined
on W ⊂ R

1,1, of the two-dimensional metric −Fdt2 + F−1dr2, as discussed in
Section 4.3, provides immediately a projection diagram for (W ×Nn−1, g).

In particular, introducing spherical coordinates (t, r, xA) on

U := {(t, ~x) ∈ R
n+1 , |~x| 6= 0} ⊂ R

1,n (4.7.2)

and forgetting about the (n− 1)-sphere-part of the metric leads to a projection
diagram for Minkowski spacetime which coincides with the usual conformal
diagram of the fixed-angles subsets of Minkowski spacetime (see the left figure
in Figure 4.2.2, p. 135). The set U defined in (4.7.2) cannot be extended to
include the world-line passing through the origin of Rn since the map π fails to
be differentiable there. This diagram is proper, but fails to represent correctly
the nature of the spacetime near the set |~x| = 0.

On the other hand, a globally defined projection diagram for Minkowski
spacetime (thus, (U , g) = R

1,n) can be obtained by writing R
1,n as a product

R
1,1×R

n−1, and forgetting about the second factor. This leads to a projection
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Figure 4.7.1: The conformal diagram for (1 + 1)-dimensional Minkowski space-
time.

diagram of Figure 4.7.1; compare Figure 4.2.1, p. 134. This diagram, which is
not proper, fails to represent correctly the connectedness of I + and I − when
n > 1.

It will be seen in Section 4.7.8 below that yet another choice of π and of the
set (U , g) ⊂ R

1,n leads to a third projection diagram for Minkowski spacetime.
A further example of non-uniqueness is provided by the projection diagrams

for Taub-NUT metrics, discussed in Section 4.8.2.
These examples show that there is no uniqueness in the projection diagrams,

and that various such diagrams might carry different information about the
causal structure. It is clear that for spacetimes with intricate causal structure,
some information will be lost when projecting to two dimensions. This raises the
interesting question, whether there exists a notion of optimal projection diagram
for specific spacetimes. In any case, the examples we give in what follows appear
to depict the essential causal properties of the associated spacetime, except
perhaps for the black ring diagrams of Section 4.7.8-4.7.9.

Non-trivial examples of metrics of the form (4.7.1) are provided by the
Gowdy metrics on a torus [141]. These are vacuum U(1) × U(1)-symmetric
metrics which can globally be written in the form [57, 141]

g = ef (−dt2 + dθ2) + |t|
(
eP
(
dx1 +Q dx2

)2
+ e−P (dx2)2

)
, (4.7.3)

with t ∈ (−∞, 0) and (θ, x1, x2) ∈ S1×S1×S1. Unwrapping θ from S1 to R and
projecting away the x1 and x2 coordinates, one obtains a projection diagram
the image of which is the half-space t < 0 in Minkowski spacetime. This can be
further compactified as in Section 4.2.4, keeping in mind that the asymptotic
behavior of the metric for large negative values of t [245] is not compatible with
the existence of a smooth conformal completion of the full spacetime metric
across past null infinity. Note that this projection diagram fails to represent
properly the existence of Cauchy horizons for non-generic [246] Gowdy metrics.

Similarly, generic Gowdy metrics on S1 × S2, S3, or L(p, q) can be written
in the form [57, 141]

g = ef (−dt2 + dθ2) +R0 sin(t) sin(θ)
(
eP
(
dx1 +Q dx2

)2
+ e−P (dx2)2

)
,

(4.7.4)
with (t, θ) ∈ (0, π) × [0, π], leading to the Gowdy square as the projection
diagram for the spacetime. (This is the diagram of Figure 4.7.13, p. 190, where
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the lower boundary corresponds to t = 0, the upper boundary corresponds to
t = π, the left boundary corresponds to the axis of rotation θ = 0, and the right
boundary is the projection of the axis of rotation θ = π. The diagonals, denoted
as y = yh in Figure 4.7.13, correspond in the Gowdy case to the projection of
the set where the gradient of the area R = R0 sin(t) sin(θ) of the orbits of the
isometry group U(1) × U(1) becomes null or vanishes, and do not have any
further geometric significance. The lines with the arrows in Figure 4.7.13 are
irrelevant for the Gowdy metrics, as the orbits of the isometry group of the
spacetime metric, which are spacelike throughout the Gowdy square, have been
projected away.)

Let us now pass to the construction of projection diagrams for families of
metrics of interest which are not of the simple form (4.7.1).

4.7.3 The Kerr metrics

Consider the Kerr metric in Boyer-Lindquist coordinates,

g = −∆− a2 sin2(θ)

Σ
dt2 − 2a sin2(θ)

(
r2 + a2 −∆

)

Σ
dtdϕ

+
sin2(θ)

((
r2 + a2

)2 − a2 sin2(θ)∆
)

Σ
dϕ2 +

Σ

∆
dr2 + Σdθ2 . (4.7.5)

Here

Σ = r2 + a2 cos2 θ , ∆ = r2 + a2 − 2mr = (r − r+)(r − r−) , (4.7.6)

for some real parameters a and m, with

r± = m± (m2 − a2) 1
2 , and we assume that 0 < |a| ≤ m.

Recall that in the region r ≤ 0 there exists a non-empty domain on which
the Killing vector ∂ϕ becomes timelike:

V = {gϕϕ < 0}

= {r < 0 , cos(2θ) < −a
4 + 2a2mr + 3a2r2 + 2r4

a2∆
,

Σ 6= 0 , sin(θ) 6= 0} (4.7.7)

(see (1.6.48)). Since the orbits of ∂ϕ are periodic, this leads to causality vio-
lations, as described in detail in Section 1.6.3. But, as pointed out above, the
existence of a projection diagram implies stable causality of the spacetime. It
is thus clear that we will need to remove the region where ∂ϕ is timelike to
construct the diagram. It is, however, not clear whether simply removing V

from M suffices. Now, in the construction below we will project-out the θ and
ϕ coordinates, and we will see that removing those values of r which correspond
to V suffices indeed.
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We start by recalling (cf. (1.6.47), p. 78)

gϕϕ = sin2(θ)

(
2a2mr sin2(θ)

a2 cos2(θ) + r2
+ a2 + r2

)

=
sin2(θ)

(
a4 + a2 cos(2θ)∆ + a2r(2m+ 3r) + 2r4

)

a2 cos(2θ) + a2 + 2r2
, (4.7.8)

where the first line makes clear the non-negativity of gϕϕ for r ≥ 0.
To fulfill the requirements of our definition, we will be projecting-out the

θ and ϕ variables. We thus need to find a two-dimensional metric γ with the
property that g-timelike vectors Xt∂t + Xr∂r + Xθ∂θ + Xϕ∂ϕ project to γ-
timelike vectors Xt∂t + Xr∂r. For this, in the region where ∂ϕ is spacelike
(which thus includes {r > 0}) it turns out to be convenient to rewrite the t−ϕ
part of the metric as

gttdt
2 + 2gtϕdtdϕ+ gϕϕdϕ

2

= gϕϕ

(
dϕ+

gtϕ
gϕϕ

dt

)2

+

(
gtt −

g2tϕ
gϕϕ

)
dt2 , (4.7.9)

with

gtt −
g2tϕ
gϕϕ

= − 2∆Σ

a4 + a2∆ cos(2θ) + a2r(2m+ 3r) + 2r4
.

For r > 0 and ∆ > 0 it holds that

∆Σ

(a2 + r2)2
≤ |gtt −

g2tϕ
gϕϕ
| ≤ ∆Σ

r (a2(2m + r) + r3)
, (4.7.10)

with the infimum attained at θ ∈ {0, π} and maximum at θ = π/2. One of the

key facts for us is that gtt −
g2tϕ
gϕϕ

has constant sign, and is in fact negative in
this region.

In the region r > 0, ∆ > 0 consider any vector

X = Xt∂t +Xr∂r +Xθ∂θ +Xϕ∂ϕ

which is causal for the metric g. Let Ω(r, θ) be any strictly positive function.
Since both gθθ and the first term in (4.7.9) are positive, while the coefficient of
dt2 in (4.7.9) is negative, we have

0 ≥ Ω2g(X,X) = Ω2gµνX
µXν ≥ Ω2

(
gtt −

g2tϕ
gϕϕ

)
(Xt)2 + Ω2grr(X

r)2

≥ inf
θ

(
Ω2

(
gtt −

g2tϕ
gϕϕ

)
(Xt)2 + Ω2grr(X

r)2

)

≥ − sup
θ

(Ω2|gtt −
g2tϕ
gϕϕ
|)(Xt)2 + inf

θ

(
Ω2grr

)
(Xr)2 . (4.7.11)

Thus, regardless of the choice of Ω, g-causality of X enforces a sign on the
expression given in the last line of (4.7.11). We will therefore use this expression,
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with a suitable choice of Ω to define the desired projection metric γ It is simplest
to choose Ω so that both extrema in (4.7.11) are attained at the same value of
θ, say θ∗, while keeping those features of the coefficients which are essential for
the problem at hand. It is convenient, but not essential, to have θ∗ independent
of r. We will therefore make the choice

Ω2 =
r2 + a2

Σ
, (4.7.12)

but other choices are possible, and might be more convenient for other purposes.
Here the Σ factor has been included to get rid of the angular dependence in

Ω2grr = Ω2 Σ

∆

while the numerator r2+a2 has been added to ensure that the metric coefficient
γrr in (4.7.14) tends to one as r recedes to infinity. With this choice of Ω, (4.7.11)
is equivalent to the statement that

π∗(X) := Xt∂t +Xr∂r (4.7.13)

is a causal vector in the two-dimensional Lorentzian metric

γ := − ∆(r2 + a2)

r (a2(2m + r) + r3)
dt2 +

(r2 + a2)

∆
dr2 . (4.7.14)

Using the methods of Walker [274] reviewed in Section 4.3, in the region r+ <
r <∞ the metric γ is conformal to a flat metric on the interior of a diamond,
with the conformal factor extending smoothly across that part of its boundary
at which r → r+ when |a| < m. This remains true when |a| = m except at the
leftmost corner i0L of Figure 4.7.1.

To make things clear, the map π of the definition of a projection diagram is
the projection (t, r, θ, ϕ) 7→ (t, r). The fact that g-causal curves are mapped to
γ-causal curves follows from the construction of γ. In order to prove the lifting
property, let σ(s) = (t(s), r(s)) be a γ-causal curve, then the curve

(t(s), r(s), π/2, ϕ(s)) ,

where ϕ(s) satisfies
dϕ

ds
= − gtϕ

gϕϕ

dt

ds

is a g-causal curve which projects to σ.
For causal vectors in the region r > 0, ∆ < 0, we have instead

0 ≥ Ω2g(X,X) ≥ Ω2

(
gtt −

g2tϕ
gϕϕ

)
(Xt)2 + Ω2grr(X

r)2

≥ inf
θ

(
Ω2

∣∣∣∣gtt −
g2tϕ
gϕϕ

∣∣∣∣

)
(Xt)2 − sup

θ

(
Ω2|grr|

)
(Xr)2 . (4.7.15)

Since the inequalities in (4.7.10) are reversed when ∆ < 0, choosing the same
factor Ω one concludes again that Xt∂t+X

r∂r is γ-causal in the metric (4.7.14)
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Figure 4.7.2: The radius of the “left boundary” r̂−/m of the time-machine
region as a function of a/m.

whenever it is in the metric g. Using again the results of Section 4.3, in the
region r− < r < r+, such a metric is conformal to a a flat two-dimensional met-
ric on the interior of a diamond, with the conformal factor extending smoothly
across those parts of its boundary where r → r+ or r → r−.

When |a| < m the metric coefficients in γ extend analytically from the
(r > r+)–range to the (r− < r < r+)–range. As described in Section 4.3.1, one
can then smoothly glue together four diamonds as above to a single diamond
on which r− < r <∞.

The singularity of γ at r = 0 reflects the fact that the metric g is singular
at Σ = 0. This singularity persists even if m = 0, which might at first seem
surprising since then there is no geometric singularity at Σ = 0 anymore [43].
However, this singularity of γ reflects the singularity of the associated coordi-
nates on Minkowski spacetime (compare (1.6.3), p. 64), with the set r = 0 in
the projection metric corresponding to a boundary of the projection diagram.

For r < 0 we have ∆ > 0, and the inequality (4.7.11) still applies in the
region where ∂ϕ is spacelike. Setting

U := M \ V ,

where V is given by (4.7.7), throughout U we have

a4 + 2a2mr + 3a2r2 + 2r4

a2 (a2 − 2mr + r2)
> 1 ⇐⇒ r

(
a2(2m + r) + r3

)
> 0 . (4.7.16)

Equivalently,

r < r̂− :=
3
√√

3
√
a6 + 27a4m2 − 9a2m

32/3
− a2

3
√

3
3
√√

3
√
a6 + 27a4m2 − 9a2m

< 0 ,

(4.7.17)
see Figure 4.7.2. In the region r < r̂− the inequalities (4.7.10) hold again, and
so the projected vector π∗(X) as defined by (4.7.13) is causal, for g-causal X, in
the metric γ given by (4.7.14). One concludes that the four-dimensional region
{−∞ < r < r−} has the causal structure which projects to those diamonds of,
e.g., Figure 4.7.3 with r̂+ = 0 which contain a shaded region. Those shaded
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Figure 4.7.3: A projection diagram for the Kerr-Newman metrics with two
distinct zeros of ∆ (left diagram) and one double zero (right diagram); see
Remark 4.7.2. In the Kerr case Q = 0 we have r̂+ = 0, with r̂− given by
(4.7.16).

regions, which correspond to the projection of both the singularity r = 0,
θ = π/2 and the time-machine region V of (4.7.7), belong to W = π(M ) but
not to π(U ). Causality within the shaded region is not represented in any
useful way by a flat two-dimensional metric there, as causal curves can exit
this region earlier, in Minkowskian time on the diagram, than they entered it.
This results in causality violations throughout the enclosing diamond unless the
shaded region is removed.

The projection diagrams for the usual maximal extensions of the Kerr-
Newman metrics can be found in Figure 4.7.3.

Remark 4.7.2 Some general remarks concerning projection diagrams for the
Kerr family of metrics are in order. Anticipating, the remarks here apply also to
projection diagrams of Kerr-Newman metrics, with or without a cosmological
constant, to be discussed in the sections to follow.

The shaded regions in figures such as Figure 4.7.3 and others contain the
singularity Σ = 0 and the time-machine set {gϕϕ < 0}, they belong to the set
W = π(M ) but do not belong to the set π(U ), on which causality properties of
two-dimensional Minkowski spacetime reflect those of U ⊂M . We emphasise
that there are closed timelike curves through every point in the preimage under
π of the entire diamonds containing the shaded areas; this is discussed in detail
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for the Kerr metric in Section 1.6.3, and applies as is to all metrics under
consideration here. On the other hand, if the preimages of the shaded region
are removed from M , the causality relations in the resulting spacetimes are
accurately represented by the diagrams, which are then proper.

The parameters r̂± are determined by the mass and the charge parameters
(see (4.7.54)), with r̂+ = 0 when the charge e vanishes, and r̂+ positive other-
wise. The boundaries r = ±∞ correspond to smooth conformal boundaries at
infinity, with causal character determined by Λ. The arrows indicate the spatial
or timelike character of the orbits of the isometry group.

Maximal diagrams are obtained when continuing the diagrams shown in all
allowed directions. It should be kept in mind that the resulting subsets of R2 are
not simply connected in some cases, which implies that many alternative non-
isometric maximal extensions of the spacetime can be obtained by taking various
coverings of the planar diagram. One can also make use of the symmetries of
the diagram to produce distinct quotients. 2

Uniqueness of extensions

Let us denote by (MKerr, gKerr) the spacetime with projection diagram visu-
alised in Figure 4.7.3, continued indefinitely to the future and the past in the
obvious way, including the preimages of the shaded regions except for the singu-
lar set {Σ = 0}. Note that (MKerr, gKerr) is not simply connected because loops
circling around {Σ = 0} cannot be homotoped to a point. Let us denote by
(M̂Kerr, ĝKerr) the universal covering space of (MKerr, gKerr) with the pull-back
metric.

The question then arises of the uniqueness of the extensions so obtained. To
address this, we start by noting the following result of Carter [43] (compare [225,
Theorem 4.3.1, p. 189]):

Proposition 4.7.3 The Kretschmann scalar RαβγδR
αβγδ is unbounded on all

maximally extended incomplete causal geodesics in (MKerr, gKerr).

Proposition 4.7.3 together with Corollary 1.4.7, p. 58, implies:

Theorem 4.7.4 Let (M , g) denote the region {r > r+} of a Kerr metric with
|a| ≤ m. Then (M̂Kerr, ĝKerr) is the unique simply connected analytic exten-
sion of (M , g) such that all maximally extended causal geodesics along which
RαβγδR

αβγδ is bounded are complete. 2

Theorem 4.7.4 makes it clear in which sense (M̂Kerr, ĝKerr) is unique. How-
ever, the extension (MKerr, gKerr) appears to be more economical, if not more
natural. It would be of interest to find a natural condition which singles it out.

Conformal diagrams for a class of two-dimensional submanifolds of

Kerr spacetime

One can find e.g. in [45, 147] conformal diagrams for the symmetry axes in the
maximally extended Kerr spacetime. These diagrams are identical with those of
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Figure 4.7.3, except for the absence of shading. (The authors of [45, 147] seem
to indicate that the subset r = 0 plays a special role in their diagrams, which
is not the case as the singularity r = cos θ = 0 does not intersect the symmetry
axes.) Now, the symmetry axes are totally geodesic submanifolds, being the
collection of fixed points of the isometry group generated by the rotational
Killing vector field. They can be thought of as the submanifolds θ = 0 and
θ = π (with the remaining angular coordinate irrelevant then) of the extended
Kerr spacetime. As such, another totally geodesic two-dimensional submanifold
in Kerr is the equatorial plane θ = π/2, which is the set of fixed points of the
isometry θ 7→ π − θ. This leads one to enquire about the global structure
of this submanifold or, more generally, of various families of two-dimensional
submanifolds on which θ is kept fixed. The discussion that follows illustrates
clearly the distinction between projection diagrams, in which one projects-out
the θ and ϕ variables, and conformal diagrams for submanifolds where θ, and
ϕ or the angular variable ϕ̃ of (4.7.20) below, are fixed.

An obvious family of two-dimensional Lorentzian submanifolds to consider
is that of submanifolds, which we denote as Nθ,ϕ, which are obtained by keeping
θ and ϕ fixed. The metric, say g(θ), induced by the Kerr metric on Nθ,ϕ reads

g(θ) = −∆− a2 sin2(θ)

Σ
dt2 +

Σ

∆
dr2 =: −F1(r)dt

2 +
dr2

F2(r)
. (4.7.18)

For m2 − a2 cos2(θ) > 0 the function F1 has two first-order zeros at the inter-
section of Nθ,ϕ with the boundary of the ergoregion {g(∂t, ∂t) > 0}:

rθ,± = m±
√
m2 − a2 cos2(θ) . (4.7.19)

The key point is that these zeros are distinct from those of F2 if cos2 θ 6= 1,
which we assume in the remainder of this section. Since rθ,+ is larger than the
largest zero of F2, the metric g(θ) is a priori only defined for r > rθ,+. One
checks that its Ricci scalar diverges as (r − rθ,+)−2 when rθ,+ is approached,
therefore those submanifolds do not extend smoothly across the ergosphere, and
will thus be of no further interest to us.

We consider, next, the two-dimensional submanifolds, say Ñθ,ϕ̃, of the Kerr
spacetime obtained by keeping θ and ϕ̃ fixed, where ϕ̃ is a new angular coordi-
nate defined as

dϕ̃ = dϕ+
a

∆
dr . (4.7.20)

Using further the coordinate v defined as

dv = dt +
(a2 + r2)

∆
dr , (4.7.21)

the metric, say g̃(θ), induced on Ñθ,ϕ̃ takes the form

g̃(θ) = − F̃ (r)

Σ
dv2 + 2dvdr

= − F̃ (r)

Σ
dv

(
dv − 2

Σ

F̃ (r)
dr

)
, (4.7.22)
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where F̃ (r) := r2 + a2 cos2(θ) − 2mr. The zeros of F̃ (r) are again given by
(4.7.19). Setting

du = dv − 2
Σ

F̃ (r)
dr (4.7.23)

brings (4.7.22) to the form

g̃(θ) = − F̃ (r)

Σ
dvdu .

The usual Kruskal-Szekeres type of analysis applies to this metric, leading to
a conformal diagram as in the left Figure 4.7.3 with no shadings, and with r±
there replaced by rθ,±, as long as F̃ has two distinct zeros.

Several comments are in order:

First, the event horizons within Ñθ,ϕ̃ do not coincide with the intersection
of the event horizons of the Kerr spacetime with Ñθ,ϕ̃. This is not difficult
to understand by noting that the class of causal curves that lie within Ñθ,ϕ̃ is
smaller than the class of causal curves in spacetime, and there is therefore no a
priori reason to expect that the associated horizons will be the same. In fact,
is should be clear that the event horizons within Ñθ,ϕ̃ should be located on the
boundary of the ergoregion, since in two spacetime dimensions the boundary
of an ergoregion is necessarily a null hypersurface. This illustrates the fact
that conformal diagrams for submanifolds might fail to represent correctly the
location of horizons. The reason that the conformal diagrams for the symmetry
axes correctly reflect the global structure of the spacetime is an accident related
to the fact that the ergosphere touches the event horizon there.

This last issue acquires a dramatic dimension for extreme Kerr black holes,
for which |a| = m, where for θ ∈ (0, π) the global structure of maximally ex-
tended Ñθ,ϕ̃’s is represented by an unshaded version of the left Figure 4.7.3,
while the conformal diagrams for the axisymmetry axes are given by the un-
shaded version of the right Figure 4.7.3.

Next, another dramatic change arises in the global structure of the Ñθ,ϕ̃’s
with θ = π/2. Indeed, in this case we have rθ,+ = 2m, as in Schwarzschild
spacetime, and rθ,− = 0, regardless of whether the metric is underspinning,
extreme, or overspinning. Since rθ,− coincides now with the location of the
singularity, Ñθ,ϕ̃ acquires two connected components, one where r > 0 and a
second one with r < 0. The conformal diagram of the first one is identical
to that of the Schwarzschild spacetime with positive mass, while the second
is identical to that of Schwarzschild with negative mass, see Figure 4.7.4. We
thus obtain the unexpected conclusion, that the singularity r = cos(θ) = 0
has a spacelike character when approached with positive r within the equatorial
plane, and a timelike one when approached with negative r within that plane.
This is rather obvious in retrospect, since the metric induced by Kerr on Ñπ/2,ϕ̃

coincides, when m > 0, with the one induced by the Schwarzschild metric
with positive mass in the region r > 0 and with the Schwarzschild metric with
negative mass −m in the region r < 0.
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Figure 4.7.4: The conformal diagram for a maximal analytic extension of the
metric induced by the Kerr metric, with arbitrary a ∈ R, on the submanifolds
of constant angle ϕ̃ within the equatorial plane θ = π/2, with r > 0 (left) and
r < 0 (right).

r
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r
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r
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∞

r
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r
= −∞

Figure 4.7.5: A projection diagram for overspinning Kerr-Newman spacetimes.

Note finally that, surprisingly enough, even for overspinning Kerr metrics
there will be a range of angles θ near π/2 so that F̃ will have two distinct first-
order zeros. This implies that, for such θ, the global structure of maximally
extended Ñθ,ϕ̃’s will be similar to that of the corresponding submanifolds of the
underspinning Kerr solutions. This should be compared with the projection
diagram for overspinning Kerr spacetimes in Figure 4.7.5.

The orbit-space metric on M /U(1)

Let h denote the tensor field obtained by quotienting-out in the Kerr metric g
the η := ∂ϕ direction,

h(X,Y ) = g(X,Y )− g(X, η)g(Y, η)

g(η, η)
. (4.7.24)

(Compare Section 1.6.6, where the whole group R×U(1) has been quotiented-
out instead.) The tensor field h projects to the natural quotient metric on
the manifold part of M /U(1). In the region where η is spacelike, the quotient
space M /U(1) has the natural structure of a manifold with boundary, where
the boundary is the image, under the quotient map, of the axis of rotation

A := {η = 0} .
Using t, r, θ as coordinates on the quotient space we find a diagonal metric

h = httdt
2 +

Σ

∆
dr2 + Σdθ2 , (4.7.25)
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where

htt = gtt −
g2tϕ
gϕϕ

,

as in (4.7.9). Thus, the metric γ of (4.7.14) is directly constructed out of the
(t, r)–part of the quotient-space metric h. However, the analogy is probably
misleading as there does not seem to be any direct correspondence between the
quotient space M /U(1) and the natural manifold as constructed in Section 4.7.3
using the metric γ.

We note that a Penrose diagram for the quotient-space metric has been
constructed in [138]. The Penrose-Carter conformal diagram of Section 4.6
of [138] coincides with a projection diagram for the BMPV metric, but our
interpretation of this diagram differs.

4.7.4 The Kerr-Newman metrics

The analysis of the Kerr-Newman metrics is essentially identical to that of the
Kerr metric: The metric takes the same general form (4.7.5), except that now

∆ = r2 + a2 + e2 − 2mr =: (r − r+)(r − r−) ,

and we assume that e2 + a2 ≤ m so that the roots are real. We have

gϕϕ =
sin2(θ)

((
r2 + a2

)2 − a2∆ sin2(θ)
)

Σ
, (4.7.26)

gtt −
g2tϕ
gϕϕ

= − ∆Σ

(r2 + a2)2 − a2∆ sin2(θ)
, (4.7.27)

and note that the sign of the denominator in (4.7.27) coincides with the sign of
gϕϕ. Hence

sign(gtt −
g2tϕ
gϕϕ

) = −sign(∆)sign(gϕϕ) .

For gϕϕ > 0, which is the main region of interest, we conclude that the minimum

of (gtt−
g2tϕ
gϕϕ

)Σ−1∆−1 is assumed at θ = π
2 and the maximum at θ = 0, π, so for

all r for which gϕϕ > 0 we have

− ∆Σ

(r2 + a2)2 − a2∆
≤ gtt −

g2tϕ
gϕϕ
≤ − ∆Σ

(r2 + a2)2
. (4.7.28)

Choosing the conformal factor as

Ω2 =
r2 + a2

Σ

we obtain, for g-causal vectors X,

0 ≥ Ω2g(X,X) = Ω2gµνX
µXν ≥ Ω2

(
gtt −

g2tϕ
gϕϕ

)
(Xt)2 + Ω2grr(X

r)2

≥ − ∆
(
r2 + a2

)

(r2 + a2)2 − a2∆
(Xt)2 +

(
r2 + a2

)

∆
(Xr)2 . (4.7.29)
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This leads to the following projection metric

γ := − ∆
(
r2 + a2

)

(r2 + a2)2 − a2∆
dt2 +

(
r2 + a2

)

∆
dr2

= − ∆
(
r2 + a2

)

a2 (r(2m + r)− e2) + r4
dt2 +

(
r2 + a2

)

∆
dr2 , (4.7.30)

which is Lorentzian if and only if r is such that gϕϕ > 0 for all θ ∈ [0, π].
Now, it follows from (4.7.26) that gϕϕ will have the wrong sign if

0 >
(
r2 + a2

)2 − a2∆ sin2(θ) . (4.7.31)

This does not happen when ∆ ≤ 0, and hence in a neighborhood of both
horizons. On the other hand, for ∆ > 0, a necessary condition for (4.7.31) is

0 >
(
r2 + a2

)2 − a2∆ = r4 + r2a2 + 2mra2 − a2e2 =: f(r) . (4.7.32)

The second derivative of f is strictly positive, hence f ′ has exactly one real
zero. Note that f is strictly smaller than the corresponding function for the
Kerr metric, where e = 0, thus the interval where f is strictly negative encloses
the corresponding interval for Kerr. We conclude that f is negative on an
interval (r̂−, r̂+), with r̂− < 0 < r̂+ < r−.

The corresponding projection diagrams are identical to those of the Kerr
spacetime, see Figure 4.7.3, with the minor modification that the region to be
excised from the diagram is {r ∈ (r̂−, r̂+)}, with now r̂+ > 0, while we had
r̂+ = 0 in the uncharged case.

4.7.5 The Kerr - de Sitter metrics

The Kerr - de Sitter metric in Boyer-Lindquist-like coordinates reads [44,
106]

g =
Σ

∆r
dr2 +

Σ

∆θ
dθ2 +

sin2(θ)

Ξ2Σ
∆θ

(
adt− (r2 + a2)dϕ

)2

− 1

Ξ2Σ
∆r

(
dt− a sin2(θ) dϕ

)2
, (4.7.33)

where

Σ = r2 + a2 cos2(θ) , ∆r = (r2 + a2)

(
1− Λ

3
r2
)
− 2µΞr , (4.7.34)

and

∆θ = 1 +
Λ

3
a2 cos2(θ) , Ξ = 1 +

Λ

3
a2 , (4.7.35)

for some real parameters a and µ, where Λ is the cosmological constant. In this
section we assume

Λ > 0 and a 6= 0.
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By a redefinition ϕ 7→ −ϕ we can always achieve a > 0, similarly changing r to
−r if necessary we can assume that µ ≥ 0. The case µ = 0 leads to the de Sitter
metric in unusual coordinates (see, e.g., [4, Equation (17)]). The inequalities

a > 0 and µ > 0

will be assumed from now on.
The Lorentzian character of the metric should be clear from (4.7.33); alter-

natively, one can calculate the determinant of g:

det(g) = −Σ2

Ξ4
sin2 θ . (4.7.36)

We have

gtt =
grr gθθ gϕϕ

det(g)
= −Ξ4

∆θ
× 1

∆r
× gϕϕ

sin2 θ
, (4.7.37)

which shows that either t or its negative is a time function whenever ∆r and
gϕϕ/sin

2 θ are strictly positive. (Incidentally, chronology is violated on the set
where gϕϕ < 0, we will return to this shortly.) One also has

grr =
∆r

Σ
, (4.7.38)

which shows that r or its negative is a time function in the region where ∆r < 0.
The character of the principal orbits of the isometry group R × U(1) is

determined by the sign of the determinant

det

(
gtt gϕt
gϕt gϕϕ

)
= −∆r∆θ

Ξ4
sin2 θ . (4.7.39)

Therefore, for sin(θ) 6= 0 the orbits are two-dimensional, timelike in the regions
where ∆r > 0, spacelike where ∆r < 0, and null where ∆r = 0 once the
spacetime has been appropriately extended to include the last set.

When µ 6= 0 the set {Σ = 0} corresponds to a geometric singularity in the
metric. To see this, note that

g(∂t, ∂t) =
a2 sin2 θ∆θ −∆r

Σ Ξ2
= 2

µ r

Σ Ξ
+O(1) , (4.7.40)

where O(1) denotes a function which is bounded near Σ = 0. It follows that
for µ 6= 0 the norm of the Killing vector ∂t blows up as the set {Σ = 0} is
approached along the plane cos(θ) = 0, which would be impossible if the metric
could be continued across this set in a C2 manner.

The function ∆r has exactly two distinct first-order real zeros, one of them
strictly negative and the other strictly positive, when

µ2 >
2

35Ξ2Λ

(
3− a2Λ

)3
. (4.7.41)

It has at least two, and up to four, possibly but not necessarily distinct, real
roots when

a2Λ ≤ 3 , µ2 ≤ 2

35Ξ2Λ

(
3− a2Λ

)3
. (4.7.42)
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Under the current assumptions the smallest root, say r1, is always simple and
strictly negative, the remaining ones are strictly positive. We can thus order
the roots as

r1 < 0 < r2 ≤ r3 ≤ r4 , (4.7.43)

when there are four real ones, and we set r3 ≡ r4 := r2 when there are only two
real roots r1 < r2. The function ∆r is strictly positive for r ∈ (r1, r2), and for
r ∈ (r3, r4) whenever the last interval is not empty; ∆r is negative or vanishing
otherwise.

It holds that

gϕϕ =
sin2(θ)

(
∆θ

(
r2 + a2

)2 − a2∆r sin2(θ)
)

Ξ2Σ
(4.7.44)

=
sin2(θ)

Ξ

(
2a2µr sin2(θ)

a2 cos2(θ) + r2
+ a2 + r2

)
. (4.7.45)

The second line is manifestly non-negative for r ≥ 0, and positive there away
from the axis sin(θ) = 0. The first line is manifestly non-negative for ∆r ≤ 0,
and hence also in a neighborhood of this set.

Next

gtt −
g2tϕ
gϕϕ

= − ∆θ∆rΣ

Ξ2
(

∆θ (r2 + a2)2 −∆ra2 sin2(θ)
)

= − ∆θ∆rΣ

Ξ2 (A(r) +B(r) cos(2θ))
, (4.7.46)

with

A(r) =
Ξ

2

(
a4 + 3a2r2 + 2r4 + 2a2µr

)
, (4.7.47)

B(r) =
a2

2
Ξ
(
a2 + r2 − 2µr

)
. (4.7.48)

We have

A(r) +B(r) = Ξ
(
a2 + r2

)2
,

A(r)−B(r) = r2Ξ

(
a2 + r2 + 2

a2µ

r

)
, (4.7.49)

which confirms that for r > 0, or for large negative r, we have A > |B| > 0, as
needed for gϕϕ ≥ 0. The function

f(r, θ) :=
(A(r) +B(r) cos(2θ))

∆θ
≡ (A(r) +B(r) cos(2θ))

1 + Λ
3 a

2 cos2(θ)

satisfies
∂f

∂θ
= −a

2Ξ

∆2
θ

∆r sin(2θ) , (4.7.50)
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which has the same sign as −∆r sin(2θ). In any case, its extrema are achieved
at θ = 0, π/2 and π. Accordingly, this is where the extrema of the right-hand
side of (4.7.46) are achieved as well. In particular, for ∆r > 0, we find

∆rΣ

(a2 + r2)2
≤ Ξ2

∣∣∣∣∣gtt −
g2tϕ
gϕϕ

∣∣∣∣∣ ≤
Σ∆r

Ξr (a2(2µ + r) + r3)
,

(4.7.51)

with the minimum attained at θ = 0 and the maximum attained at θ = π/2.
To obtain the projection diagram, we can now repeat word for word the

analysis carried out for the Kerr metrics on the set {gϕϕ > 0}. Choosing a
conformal factor Ω2 equal to

Ω2 =
r2 + a2

Σ
, (4.7.52)

one is led to a projection metric

γ := − (r2 + a2)∆r

Ξ3r (a2(2µ + r) + r3)
dt2 +

r2 + a2

∆r
dr2 . (4.7.53)

It remains to understand the set

V := {gϕϕ < 0}

where gϕϕ is negative. To avoid repetitiveness, we will do it simultaneously
both for the charged and the uncharged case, where (4.7.44) still applies (but
not (4.7.45) for e 6= 0) with ∆r given by (4.7.54); the Kerr - de Sitter case is
obtained by setting e = 0 in what follows. A calculation shows that gϕϕ is the
product of a non-negative function with

χ := 2 a2µ r − a2e2 + r2a2 + r4 +
(
r2a2 − 2 a2µ r + a2e2 + a4

)
cos2(θ) .

This is clearly strictly positive for all r and all θ 6= π/2 when µ = e = 0, which
shows that V = ∅ in this case.

Next, the function χ is sandwiched between the two following functions of
r, obtained by setting cos(θ) = 0 or cos2(θ) = 1 in χ:

χ0 := r4 + r2a2 + 2 a2µ r − a2e2 ,
χ1 :=

(
r2 + a2

)2
.

Hence, χ is strictly positive for all r when cos2(θ) = 1. Next, for µ > 0 the
function χ0 is negative for negative r near zero. Further, χ0 is convex. We
conclude that, for µ > 0, the set on which χ0 is non-positive is a non-empty
interval [r̂−, r̂+] containing the origin. We have already seen that gϕϕ is non-
negative wherever ∆r ≤ 0, and since r2 > 0 we must have

r1 < r̂− ≤ r̂+ < r2 .

In fact, when e = 0 the value of r̂− is given by (4.7.17) with m there replaced
by µ, with r̂− = 0 if and only if µ = 0.
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Figure 4.7.6: A projection diagram for the Kerr-Newman - de Sitter metric
with four distinct zeros of ∆r; see Remark 4.7.2.

We conclude that if µ = e = 0 the time-machine set is empty, while if
|µ|+ e2 > 0 there are always causality violations “produced” in the non-empty
region {r̂− ≤ r ≤ r̂+}.

The projection diagrams for the Kerr-Newman - de Sitter family of metrics
depend upon the number of zeros of ∆r, and their nature, and can be found in
Figures 4.7.6-4.7.9.

4.7.6 The Kerr-Newman - de Sitter metrics

In the standard Boyer–Lindquist coordinates the Kerr-Newman - de Sitter met-
ric takes the form (4.7.33) [44, 259],3 with all the functions as in (4.7.34)-(4.7.35)
except for ∆r, which instead takes the form

∆r =
(
1− 1

3Λr2
)

(r2 + a2)− 2Ξµr + Ξe2 , (4.7.54)

where
√

Ξe is the electric charge of the spacetime. In this section we assume

Λ > 0 , µ ≥ 0 , a > 0 , e 6= 0 .

The calculations of the previous section, and the analysis of zeros of ∆r,

3The transition from the formulae in [44] to (4.7.33) is explained in [45, p. 102].
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Figure 4.7.7: A projection diagram for the Kerr-Newman - de Sitter metrics
with three distinct zeros of ∆r, r1 < 0 < r2 = r3 < r4; see Remark 4.7.2.
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Figure 4.7.8: A projection diagram for the Kerr-Newman - de Sitter metrics
with three distinct zeros of ∆r, r1 < 0 < r2 < r3 = r4; see Remark 4.7.2.
Note that one cannot continue the diagram simultaneously across all boundaries
r = r3 on R

2, but this can be done on an appropriate Riemann surface.
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Figure 4.7.9: A projection diagram for the Kerr-Newman - de Sitter metrics
with two distinct first-order zeros of ∆r, r1 < 0 < r2 and µ > 0; see Re-
mark 4.7.2. The diagram for a first-order zero at r1 and third-order zero at
r2 = r3 = r4 would be identical except for the bifurcation surface of the bifur-
cate Killing horizon at the intersection of the lines r = r2, which does not exist
in the third-order case and has therefore to be removed from the diagram.

remain identical except for the following equations: First,

gϕϕ =
sin2(θ)

Ξ

(
a2(2µr − e2) sin2(θ)

a2 cos2(θ) + r2
+ a2 + r2

)
, (4.7.55)

the sign of which requires further analysis, we will return to this shortly. Next,
we still have

gtt −
g2tϕ
gϕϕ

= − ∆θ∆rΣ

Ξ2
(

∆θ (r2 + a2)2 −∆ra2 sin2(θ)
)

= − ∆θ∆rΣ

Ξ2 (A(r) +B(r) cos(2θ))
, (4.7.56)

but now

A(r) =
Ξ

2

(
a4 + 3a2r2 + 2r4 + 2a2µr − a2e2

)
, (4.7.57)

B(r) =
a2

2
Ξ
(
a2 + r2 − 2µr + e2

)
, (4.7.58)

with

A(r) +B(r) = Ξ
(
a2 + r2

)2
,

A(r)−B(r) = r2Ξ

(
a2 + r2 + 2

a2µ

r
− a2e2

r2

)
. (4.7.59)

Equation (4.7.50) remains unchanged, and for ∆r > 0, we find

∆rΣ

(a2 + r2)2
≤ Ξ2

∣∣∣∣∣gtt −
g2tϕ
gϕϕ

∣∣∣∣∣ ≤
Σ∆r

Ξ (a2(2µr − e2 + r2) + r4)
, (4.7.60)

with the minimum attained at θ = 0 and the maximum attained at θ = π/2.
This leads to the projection metric

γ := − ∆r

Ξ3 (a2(2µr − e2 + r2) + r4)
dt2 +

1

∆r
dr2 . (4.7.61)
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We recall that the analysis of the time-machine set {gϕϕ < 0} has already
been carried out at the end of Section 4.7.5, where it was shown that for e 6= 0
causality violations always exist, and arise from the non-empty region {r̂− ≤
r ≤ r̂+}.

The projection diagrams for the Kerr-Newman - de Sitter family of metrics
can be found in Figures 4.7.6-4.7.9.

4.7.7 The Kerr-Newman - anti de Sitter metrics

We consider the metric (4.7.33)-(4.7.35), with however ∆r given by (4.7.54),
assuming that

a2 + e2 > 0 , Λ < 0 .

While the local calculations carried out in Section 4.7.5 remain unchanged, one
needs to reexamine the occurrence of zeros of ∆r.

We start by noting that the requirement that Ξ 6= 0 imposes

1 +
Λ

3
a2 6= 0 .

Next, a negative Ξ would lead to a function ∆θ which changes sign. By inspec-
tion, one finds that the signature changes from (− + ++) to (+ − −−) across
these zeros, which implies nonexistence of a coordinate system in which the
metric could be smoothly continued there.4 From now on we thus assume that

Ξ ≡ 1 +
Λ

3
a2 > 0 . (4.7.62)

As such, those metrics for which ∆r has no zeros are nakedly singular when-
ever

e2 + |µ| > 0 . (4.7.63)

This can be easily seen from the following formula for gtt on the equatorial
plane:

gtt =
1

3Ξ2r2
(−3 Ξ e2 + 6 Ξµ r +

(
Λ a2 − 3

)
r2 + Λ r4) . (4.7.64)

So, under (4.7.63) the norm of the Killing vector ∂t is unbounded and the metric
cannot be C2-continued across {Σ = 0} by usual arguments.

Turning our attention, first, to the region where r > 0, the occurrence of
zeros of ∆r requires that

µ ≥ µc(a, e,Λ) > 0 .

Hence, there is a strictly positive threshold for the mass of a black hole at
given a and e. The solution with µ = µc has the property that ∆r and its
r-derivative have a joint zero, and can thus be found by equating to zero the
resultant of these two polynomials in r. An explicit formula for mc = Ξµc

4We, and Kayll Lake (private communication), calculated several curvature invariants for
the overspinning metrics and found no singularity at ∆θ = 0. The origin of this surprising
fact is not clear to us.
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Figure 4.7.10: The critical mass parameter mc

√
|Λ/3| = Ξµc

√
|3/Λ| as a func-

tion of |a|
√
|Λ/3| when q = 0.

can be given, which takes a relatively simple form when expressed in terms of
suitably renormalised parameters. We set

α =

√
|Λ|
3
a ⇐⇒ a = α

√
3

|Λ| ,

γ = 9
α2 + |Λ|

3 q
2

(1 + α2)2
⇐⇒ q2 := Ξe2 =

3

|Λ|

((
1 + α2

3

)2

γ − α2

)
,

β =
3
√
|Λ|

(1 + α2)3/2
µΞ ⇐⇒ m := Ξµ =

(1 + α2)3/2

3
√
|Λ|

β .

Letting βc be the value of β corresponding to µc, one finds

βc =

√
−9 + 36γ +

√
3
√

(3 + 4γ)3

3
√

2

⇐⇒ m2
c =

(
1 + α2

)3 (−9 + 36γ +
√

3
√

(3 + 4γ)3
)

162|Λ| . (4.7.65)

When q = 0, the graph of βc as a function of α can be found in Figure 4.7.10. In
general, the graph of βc as a function of a and q can be found in Figure 4.7.11.

Note that if q = 0, then γ can be used as a replacement for a; otherwise, γ
is a substitute for q at fixed a.

When e = 0 we have mc = a + O(a3) for small a, and mc → 8

3
√

|Λ|
as

|a| ր
√
|3/Λ|.

According to [149], the physically relevant mass of the solution is µ and not
m; because of the rescaling involved, we have µc →∞ as |a| ր

√
|3/Λ|.

We have d2∆r/dr
2 > 0, so that the set {∆r ≤ 0} is an interval (r−, r+),

with 0 < r− < r+.
It follows from (4.7.44) that gϕϕ/ sin2(θ) is strictly positive for r > 0, and

the analysis of the time-machine set is identical to the case Λ > 0 as long as
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Ξ > 0, which is assumed. We note that stable causality of each region on which
∆r has constant sign follows from (4.7.37) or (4.7.38).

The projection metric is formally identical to that derived in Section 4.7.5,
with projection diagrams as in Figure 4.7.12.

4.7.8 The Emparan-Reall metrics

We consider the Emparan-Reall black-ring metric as presented in [114]:

ds2 = −F (y)

F (x)

(
dt− C R

1 + y

F (y)
dψ

)2

+
R2

(x− y)2
F (x)

[
−G(y)

F (y)
dψ2 − dy2

G(y)
+

dx2

G(x)
+
G(x)

F (x)
dφ2
]
,(4.7.66)

where
F (ξ) = 1 + λξ, G(ξ) = (1− ξ2)(1 + νξ) , (4.7.67)

and

C =

√
λ(λ− ν)

1 + λ

1− λ . (4.7.68)

The parameter λ is chosen to be

λ =
2ν

1 + ν2
, (4.7.69)

with the parameter ν lying in (0, 1), so that

0 < ν < λ < 1 . (4.7.70)
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Figure 4.7.12: The projection diagrams for the Kerr-Newman - anti de Sitter
metrics with two distinct zeros of ∆r (left diagram) and one double zero (right
diagram); see Remark 4.7.2.
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The coordinates x, y lie in the ranges −∞ ≤ y ≤ −1, −1 ≤ x ≤ 1, assuming
further that (x, y) 6= (−1,−1). The event horizons are located at y = yh = −1/ν
and the ergosurface is at y = ye = −1/λ. The ∂ψ–axis is at y = −1 and
the ∂φ–axis is split into two parts x = ±1. Spatial infinity i0 corresponds to
x = y = −1. The metric becomes singular as y → −∞.

Although this is not immediately apparent from the current form of the
metric, it is known [112] that ∂ψ is spacelike or vanishing in the region of
interest, with gψψ > 0 away from the rotation axis y = −1. Now, the metric
(4.7.66) may be rewritten in the form

g =

(
gtt −

g2tψ
gψψ

)
dt2 − R2

(x− y)2
F (x)

G(y)
dy2

+ gψψ

(
dψ +

gtψ
gψψ

dt

)2

+ gxxdx
2 + gφφdφ

2

︸ ︷︷ ︸
≥0

. (4.7.71)

We have

gtt −
g2tψ
gψψ

= − G(y)F (y)F (x)

F (x)2G(y) + C2(1 + y)2(x− y)2
. (4.7.72)

It turns out that there is a non-obvious factorization of the denominator as

F (x)2G(y) + C2(1 + y)2(x− y)2 = −F (y)I(x, y) ,

where I is a second-order polynomial in x and y with coefficients depending
upon ν, sufficiently complicated so that it cannot be usefully displayed here.
The polynomial I turns out to be non-negative, which can be seen using a trick
similar to one in [92], as follows: One introduces new, non-negative, variables
and parameters (X,Y, σ) via the equations

x = X − 1 , y = −Y − 1 , ν =
1

1 + σ
, (4.7.73)

with 0 ≤ X ≤ 2, 0 ≤ Y < +∞, 0 < σ < +∞. A Mathematica calculation
shows that in this parameterization the function I is a rational function of
the new variables, with a simple denominator which is explicitly non-negative,
while the numerator is a complicated polynomial in X, Y , σ with, however, all
coefficients positive.

Let Ω = (x− y)/
√
F (x), then the function

κ(x, y) := Ω2

(
gtt −

g2tψ
gψψ

)
= − G(y)F (y)

F (x)2

(x−y)2G(y) + C2(1 + y)2
(4.7.74)

has extrema in x only for x = y = −1 and x = −1/λ < −1. This may be
seen from its derivative with respect to x, which is explicitly non-positive in the
ranges of variables of interest:

∂κ

∂x
= − 2G(y)2F (y)2F (x)(x− y)

(F (x)2G(y) + C2(1 + y)2(x− y)2)2
= −2G(y)2F (x)(x− y)

I(x, y)2
.

(4.7.75)
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Therefore,

(1 + y)2G(y)

I(−1, y)
= κ(−1, y) ≥ κ(x, y) ≥ κ(1, y) =

(1− y)2G(y)

I(1, y)
.

Since both I(−1, y) and I(1, y) are positive, in the domain of outer communi-
cations {−1/ν < y ≤ −1} where G(y) is negative we obtain

−G(y)(1 + y)2

I(−1, y)
≤
∣∣∣∣∣Ω

2

(
gtt −

g2tψ
gψψ

)∣∣∣∣∣ ≤
−G(y)(1 − y)2

I(1, y)
. (4.7.76)

One finds

I(1, y) =
1 + λ

1− λ(−1 + y2)(1 − y(λ− ν)− λν) ,

which leads to the projection metric

γ := χ(y)
G(y)

(−1− y)
dt2 − R2

G(y)
dy2 , (4.7.77)

where, using the variables (4.7.73) to make manifest the positivity of χ in the
range of variables of interest,

χ(y) =
(1− y)(1− λ)

(1 + λ)(1− y(λ− ν)− λν)

=
(2 + Y )σ(1 + σ)(2 + 2σ + σ2)

(2 + σ)3(2 + Y + σ)
> 0 .

The calculation of (4.1.4) leads to the following conformal metric

(2)
g = R

√
χ

|1 + y|
(
−F̂ dt2 + F̂−1dr2

)
, where F̂ = − 1

R

√
χ

|1+y|G .(4.7.78)

Since the integral of F̂−1 diverges at the event horizon, and is finite at y = −1
(which corresponds both to an axis of rotation and the asymptotic region at
infinity), the analysis in Sections 4.2.4 and 4.3 shows that the corresponding
projection diagram is as in Figure 4.7.13.

It is instructive to compare this to the projection diagram for five-dimensional
Minkowski spacetime

(t, r̂ cosφ, r̂ sinφ, r̃ cosψ, r̃ sinψ) ≡ (t, x̂, ŷ, x̃, ỹ) ∈ R
5

parameterized by ring-type coordinates:

y = − r̂2

(r̂2 + r̃2)2
− 1 , x =

r̃2

(r̂2 + r̃2)2
− 1 , r̂ =

√
x̂2 + ŷ2 , r̃ =

√
x̃2 + ỹ2 .

For fixed x 6= 0, y 6= 0 we obtain a torus as ϕ and ψ vary over S1. The image
of the resulting map is the set x ≥ −1, y ≤ −1, (x, y) 6= (−1,−1). Since

x− y =
1

r̂2 + r̃2
,
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Figure 4.7.13: The projection diagram for the Emparan-Reall black rings. The
arrows indicate the causal character of the orbits of the isometry group. The
boundary y = −1 is covered, via the projection map, by the axis of rotation
and by spatial infinity i0. Curves approaching the conformal null infinities I ±

asymptote to the missing corners in the diagram.

the spheres r̂2+r̃2 =: r2 = const are mapped to subsets of the lines x = y+1/r2,
and the limit r→∞ corresponds to 0 ≤ x−y → 0 (hence x→ −1 and y → −1).
The inverse transformation reads

r̂ =

√−y − 1

x− y , r̃ =

√
x+ 1

x− y .

The Minkowski metric takes the form

η = −dt2 + dx̂2 + dŷ2 + dx̃2 + dỹ2

= −dt2 + dr̂2 + r̂2dϕ2 + dr̃2 + r̃2dψ2

= −dt2 +
dy2

4(−y − 1)(x− y)2
+

dx2

4(x + 1)(x − y)2
+ r̂2dϕ2 + r̃2dψ2

︸ ︷︷ ︸
≥0

.

Thus, for any η-causal vector X,

η(X,X) ≥ −(Xt)2 +
(Xy)2

4(−y − 1)(x− y)2
.

There is a problem with the right-hand side since, at fixed y, x is allowed to go
to infinity, and so there is no strictly positive lower bound on the coefficient of
(Xy)2. However, if we restrict attention to the set

r =
√
r̂2 + r̃2 ≥ R

for some R > 0, we obtain

η(X,X) ≥ −(Xt)2 +
R4(Xy)2

4(−y − 1)
.
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Figure 4.7.14: The projection diagram for the complement of a world-tube R×
B(R) in five-dimensional Minkowski spacetime using spherical coordinates (left
figure, where the shaded region has to be removed), or using ring coordinates
(right figure). In the right figure the right boundary y = −1 is covered, via
the projection map, both by the axis of rotation and by spatial infinity, while
null infinity projects to the missing points at the top and at the bottom of the
diagram.

This leads to the conformal projection metric, for −1− 1
R2 =: yR ≤ y ≤ −1,

γ := −dt2 +
R4dy2

4|y + 1|

= −dt2 +
(
d
(
R2
√
|y + 1|

))2

=
R2

2
√
|y + 1|

(
−2
√
|y + 1|
R2

dt2 +
R2

2
√
|y + 1|

dy2

)
. (4.7.79)

Introducing a new coordinate y′ = −R2
√−y − 1 we have

γ = −dt2 + dy′2 ,

where −1 ≤ y′ ≤ 0. Therefore, the projection diagram corresponds to a sub-
set of the standard diagram for a two-dimensional Minkowski spacetime, see
Figure 4.7.14.

4.7.9 The Pomeransky-Senkov metrics

We consider the Pomeransky-Senkov metrics [236],

g =
2H(x, y)k2

(1− ν)2(x− y)2

(
dx2

G(x)
− dy2

G(y)

)
− 2

J(x, y)

H(y, x)
dϕdψ

−H(y, x)

H(x, y)
(dt + Ω)2 − F (x, y)

H(y, x)
dψ2 +

F (y, x)

H(y, x)
dϕ2 , (4.7.80)

where Ω is a 1-form given by

Ω = M(x, y)dψ + P (x, y)dϕ .
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The definitions of the metric functions may be found in [236].5 The metric
depends on three constants: k, ν, λ, where k is assumed to be in R

∗, while the
parameters λ and ν are restricted to the set6

{(ν, λ) : ν ∈ (0, 1) , 2
√
ν ≤ λ < 1 + ν} . (4.7.81)

The coordinates x, y, ϕ, ψ, and t vary within the ranges −1 ≤ x ≤ 1, −∞ <
y < −1, 0 ≤ ϕ ≤ 2π, 0 ≤ ψ ≤ 2π and −∞ < t <∞.

A Cauchy horizon is located at

yc := −λ+
√
λ2 − 4ν

2ν
,

and the event horizon corresponds to

yh := −λ−
√
λ2 − 4ν

2ν
.

Using an appropriate Gauss diagonalization, the metric may be rewritten in
the form

g =

(∗)︷ ︸︸ ︷
g2tψgϕϕ − 2gtϕgtψgψϕ + g2tϕgψψ + gtt(g

2
ψϕ − gϕϕgψψ)

g2ψϕ − gϕϕgψψ
dt2 + gyydy

2

+ gxxdx
2 +

(
gϕϕ −

g2ψϕ
gψψ

)
dϕ+

gtϕ − gtψgψϕ
gψψ

gϕϕ −
g2
ψϕ

gψψ

dt




2

+
(gtψdt+ gψϕdϕ+ gψψdψ)2

gψψ

︸ ︷︷ ︸
(∗∗)

.

(4.7.82)

The positive-definiteness of (∗∗) for y > yc follows from [69, 92]. Note that
gψψ < 0 would give a timelike Killing vector ∂ψ, and that gϕϕgψψ − g2ψϕ < 0
would lead to some combination of the periodic Killing vectors ∂ϕ and ∂ψ being
timelike, so the term (∗∗) in (4.7.82) is non-negative on any region where there
are no obvious causality violations.

The coefficient (∗) in front of dt2 is negative for y > yh and positive for
y < yh, vanishing at y = yh. This may be seen in the reparameterized form
of the Pomeransky-Senkov solution that was introduced in [92]: Indeed, let a,
b be the new coordinates as in [92] replacing x and y, respectively, and let us
reparameterize ν, λ by c, d again as in [92], where all the variables a, b, c, d are
non-negative above the Cauchy horizon, y > yc:

x = −1 +
2

1 + a
,

y = −1− d(4 + c+ 2d)

(1 + b)(2 + c)
,

5We use (ψ,ϕ) where Pomeransky & Senkov use (ϕ,ψ).
6ν = 0 corresponds to Emparan-Reall metric which has been already analysed in Sec-

tion 4.7.8.
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ν =
1

(1 + d)2
,

λ = 2
2d2 + 2(2 + c)d+ (2 + c)2

(2 + c)(1 + d)(2 + c+ 2d)
. (4.7.83)

Set

κ := (∗) Ω2 , (4.7.84)

Ω2 :=
(x− y)2(1− ν)2

2k2H(x, y)
. (4.7.85)

Using Mathematica one finds that κ takes the form

κ = −Ω2(y − yh)Q ,

where Q = Q(a, b, c, d) is a huge rational function in (a, b, c, d) with all coef-
ficients positive. To obtain the corresponding projection metric γ one would
have, e.g., to find sharp lower and upper bounds for Q, at fixed y, which would
lead to

γ := −(y − yh) sup
y fixed

|Q| dt2 − 1

G(y)
dy2 .

This requires analyzing a complicated rational function, which has not been
done in the literature so far.

We expect the corresponding projection diagram to look like that for Kerr -
anti de Sitter spacetime of Figure 4.7.12, with r =∞ there replaced by y = −1,
r = −∞ replaced by y = 1 with an appropriate analytic continuation of the
metric to positive y’s (compare [69]), r+ replaced by yh and r− replaced by yc.
The shaded regions in the negative region there might be non-connected for
some values of parameters, and always extend to the boundary at infinity in
the relevant diamond [69].

Recall that a substantial part of the work in [69] was to show that the
function H(x, y) had no zeros for y > yc. We note that the reparameterization

y → −1− cd

(1 + b)(2 + c+ 2d)

of [92] (with the remaining formulae (4.7.83) remaining the same), gives

H(x, y) =
P (a, b, c, d)

(1 + a)2(1 + b)2(2 + c)2(1 + d)6(2 + c+ 2d)4
,

where P is a huge polynomial with all coefficients positive for y > yh. This
establishes immediately positivity of H(x, y) in the domain of outer communi-
cations. However, positivity of H(x, y) in the whole range y > yc has only been
established so far using the rather more involved analysis in [69].

4.8 Black holes vs. spatially compact U(1)×U(1) sym-
metric models with compact Cauchy horizons

It turns out that one use the Kerr-Newman - (a)dS family of metrics to con-
struct explicit examples of maximal, four-dimensional, U(1)×U(1) symmetric,
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electrovacuum or vacuum models, with or without cosmological constant, con-
taining a spatially compact partial Cauchy surface. Similarly, five-dimensional,
U(1)×U(1)×U(1) symmetric, spatially compact vacuum models with spatially
compact partial Cauchy surfaces can be constructed using the Emparan-Reall
or Pomeransky-Senkov metrics. We will show how the projection diagrams con-
structed so far can be used to understand maximal (non-globally hyperbolic)
extensions of the maximal globally hyperbolic regions in such models, and for
the Taub-NUT metrics.

4.8.1 Kerr-Newman-(a)dS-type and Pomeransky-Senkov-type
models

The diamonds and triangles which have been used to construct our diagrams
so far will be referred to as blocs. Here the notion of a triangle is understood up
to diffeomorphism, thus planar sets with three corners, connected by smooth
curves intersecting only at the corners which are not necessarily straight lines,
are also considered to be triangles.

In the interior of each bloc one can periodically identify points lying along
the orbits of the action of the R factor of the isometry group. Here we are only
interested in the connected component of the identity of the group, which is
R×U(1) in the four-dimensional case, and R×U(1)×U(1) in the five-dimensional
case.

Note that isometries of spacetime extend smoothly across all bloc bound-
aries. For example, in the coordinates (v, r, θ, ϕ̃) discussed in the paragraph
around (4.7.20), p. 173, translations in t become translations in v; similarly for
the (u, r, θ, ϕ̃) coordinates. Using the (U, V, θ, ϕ̃) local coordinates near the in-
tersection of two Killing horizons, translations in t become boosts in the (U, V )
plane.

Consider one of the blocs, out of any of the diagrams constructed above, in
which the orbits of the isometry group are spacelike. (Note that no such dia-
mond or triangle has a shaded area which needs to be excised, as the shadings
occur only within those building blocs where the isometry orbits are timelike.)
It can be seen that the periodic identifications result then in a spatially compact
maximal globally hyperbolic spacetime with S1 × S2 spatial topology, respec-
tively with S1 × S1 × S2 topology.

Now, each diamond in our diagrams has four null boundaries which natu-
rally split into pairs, as follows: In each bloc in which the isometry orbits are
spacelike, we will say that two boundaries are orbit-adjacent if both boundaries
lie to the future of the bloc, or both to the past. In a bloc where the isometry
orbits are timelike, boundaries will be said orbit-adjacent if they are both to
the left or both to the right.

One out of each pair of orbit-adjacent null boundaries of a bloc with space-
like isometry-orbits corresponds, in the periodically identified spacetime, to a
compact Cauchy horizon across which the spacetime can be continued to a peri-
odically identified adjacent bloc. Which of the two adjacent boundaries will be-
come a Cauchy horizon is a matter of choice; once such a choice has been made,
the other boundary cannot be attached anymore: those geodesics which, in the
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Figure 4.8.1: The sequences qi and pi. Rotating the figure by integer multiples
of 90 degrees shows that the problem of non-unique limits arises on any pair of
orbit-adjacent boundaries.

unidentified spacetime, would have been crossing the second boundary become,
in the periodically identified spacetime, incomplete inextendible geodesics. This
behaviour is well known from Taub-NUT spacetimes [78, 207, 264], and is easily
seen as follows:

Consider a sequence of points pi := (ti, ri) such that pi converges to a point
p on a horizon in a projection diagram in which no periodic identifications have
been made. Let T > 0 be the period with which the points are identified along
the isometry orbits, thus for every n ∈ Z points (t, r) and (t + nT, r) represent
the same point of the quotient manifold. It should be clear from the form of
the Eddington-Finkelstein type coordinates u and v used to perform the two
distinct extensions (see the paragraph around (4.7.20), p. 173) that there exists
a sequence ni ∈ Z such that, passing to a subsequence if necessary, the sequence
qi = (ti + niT, ri) converges to some point q in the companion orbit-adjacent
boundary, see Figure 4.8.1.

Denote by [p] the class of p under the equivalence relation (t, r) ∼ (t +
nT, r), where n ∈ Z and T is the period. Suppose that one could construct
simultaneously an extension of the quotient manifold across both orbit-adjacent
boundaries. Then the sequence of points [qi] = [pi] would have two distinct
points [p] and [q] as limit points, which is not possible. This establishes our
claim.

Returning to our main line of thought, note that a periodically identified
building bloc in which the isometry orbits are timelike will have obvious causal-
ity violations throughout, as a linear combination of the periodic Killing vectors
becomes timelike there.

The branching construction, where one out of the pair of orbit-adjacent
boundaries is chosen to perform the extension, can be continued at each bloc in
which the isometry orbits are spacelike. This shows that maximal extensions are
obtained from any connected union of blocs such that in each bloc an extension
is carried out across precisely one out of each pair of orbit-adjacent boundaries.
Some such subsets of the plane might only comprise a finite number of blocs,
as seen trivially in Figure 4.7.9. Clearly an infinite number of distinct finite,
semi-infinite, or infinite sequences of blocs can be constructed in the diagram of
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Figure 4.7.6. Two sequences of blocs which are not related by one of the discrete
isometries of the diagram will lead to non-isometric maximal extensions of the
maximal globally hyperbolic initial region.

4.8.2 Taub-NUT metrics

We have seen at the end of Section 4.7.2 how to construct a projection diagram
for Gowdy cosmological models. Those models all contain U(1)×U(1) as part
of their isometry group. The corresponding projection diagrams constructed
in Section 4.7.2 were obtained by projecting-out the isometry orbits. This is
rather different from the remaining projection diagrams constructed in this
work, where only one of the coordinates along the Killing orbits was projected
out.

It is instructive to carry out explicitly both procedures for the Taub-NUT
metrics, which belong to the Gowdy class. Using Euler angles (ζ, θ, ϕ) to pa-
rameterize S3, the Taub-NUT metrics [218, 264] take the form

g = −U−1dt2 + (2ℓ)2U(dζ + cos(θ) dϕ)2 + (t2 + ℓ2)(dθ2 + sin2(θ) dϕ2) . (4.8.1)

Here

U(t) = −1 +
2(mt + ℓ2)

t2 + ℓ2
=

(t+ − t)(t− t−)

t2 + ℓ2
,

with

t± := m±
√
m2 + ℓ2 .

Further, ℓ and m are real numbers with ℓ > 0. The region {t ∈ (t−, t+)} will
be referred to as the Taub spacetime.

The metric induced on the sections θ = const, ϕ = const′, of the Taub
spacetime reads

γ0 := −U−1dt2 + (2ℓ)2Udζ2 . (4.8.2)

As discussed by Hawking and Ellis [147], this is a metric to which the methods
of Section 4.1 apply provided that the 4π-periodic identifications in ζ are relaxed.
Since U has two simple zeros, and no singularities, the conformal diagram for the
corresponding maximally extended two-dimensional spacetime equipped with
the metric γ0 coincides with the left diagram in Figure 4.8.2, compare [147,
Figure 33]. The discussion of the last paragraph of the previous section applies
and, together with the left diagram in Figure 4.8.2, provides a family of simply
connected maximal extensions of the sections θ = const, ϕ = const′, of the
Taub spacetime.

However, it is not clear how to relate the above to extensions of the four-
dimensional spacetime. Note that projecting out the ζ and ϕ variables in the
region where U > 0, using the projection map π1(t, ζ, θ, ϕ) := (t, θ), one is left
with the two-dimensional metric

γ1 := −U−1dt2 + (t2 + ℓ2) dθ2 , (4.8.3)

which leads to the flat metric on the Gowdy square as the projection metric.
(The coordinate t here is not the same as the Gowdy t coordinate, but the
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Figure 4.8.2: The left diagram is the conformal diagram for an extension of
the universal covering space of the sections θ = const, ϕ = const′, of the
Taub spacetime. The right diagram represents simultaneously the four possible
diagrams for the maximal extensions, within the Taub-NUT class, with compact
Cauchy horizons, of the Taub spacetime. After invoking the left-right symmetry
of the diagram, which lifts to an isometry of the extended spacetime, the four
diagrams lead to two non-isometric spacetimes.
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projection diagram remains a square.) And one is left wondering how this fits
with the previous picture.

Now, one can attempt instead to project out the θ and ϕ variables, with
the projection map

π2(t, ζ, θ, ϕ) := (t, ζ) . (4.8.4)

For this we note the trivial identity

gζζdζ
2 + 2gϕζdϕdζ + gϕϕdϕ

2 = (gζζ −
g2ϕζ
gϕϕ

)dζ2 + gϕϕ(dϕ+
gϕζ
gϕϕ

dζ)2

︸ ︷︷ ︸
(∗)

. (4.8.5)

Since the left-hand side is positive-definite on Taub space, where U > 0, both

gζζ −
g2ϕζ
gϕϕ

and gϕϕ are non-negative there. Indeed,

gϕϕ =
(
ℓ2 + t2

)
sin2(θ) + 4ℓ2U cos2(θ) , (4.8.6)

gζζ −
g2ϕζ
gϕϕ

= (2ℓ)2
(

1− (2ℓ)2U cos2(θ)

gϕϕ

)
U

=
4ℓ2
(
ℓ2 + t2

)
sin2(θ)

(ℓ2 + t2) sin2(θ) + 4ℓ2U cos2(θ)︸ ︷︷ ︸
(∗∗)

U . (4.8.7)

However, perhaps not unsurprisingly given the character of the coordinates
involved, the function (∗∗) in (4.8.7) does not have a positive lower bound
independent of θ ∈ [0, 2π], which is unfortunate for our purposes. To sidestep
this drawback we choose a number 0 < ǫ < 1 and restrict ourselves to the range
θ ∈ [θǫ, π − θǫ], where θǫ ∈ [0, π/2] is defined by

sin2(θǫ) = ǫ .

Now, gϕϕ is strictly positive for large t, independently of θ. Next, gϕϕ equals
4ℓ2U at the axes of rotation sin(θ) = 0, and equals ℓ2 + t2 at θ = π/2. Hence,
keeping in mind that U is monotonic away from (t−, t+), for ǫ small enough
there will exist values

t̂±(ǫ) , with t̂−(ǫ) < t− < 0 < t+ < t̂+(ǫ)

such that gϕϕ will be negative somewhere in the region (t̂−(ǫ), t−)∪ (t+, t̂+(ǫ)),
and will be positive outside of this region. We choose those numbers to be
optimal with respect to those properties.

On the other hand, for ǫ close enough to 1 the metric coefficient gϕϕ will be
strictly positive for all θ ∈ [θǫ, π−θǫ] and t < t−. In this case we set t̂−(ǫ) = t−,
so that the interval (t̂−(ǫ), t−) is empty. Similarly, there will exist a range of ǫ
for which t̂+(ǫ) = t+, and (t+, t̂+(ǫ)) = ∅. The relevant ranges of ǫ will coincide
only if m = 0.

We note

∂θ

(
gζζ −

g2ϕζ
gϕϕ

)
=

16ℓ4U2
(
ℓ2 + t2

)
sin(2θ)

(
(ℓ2 + t2) sin2(θ) + 4ℓ2U cos2(θ)

)2 ,
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which shows that, for

t 6∈ (t̂−(ǫ), t−) ∪ (t+, t̂+(ǫ)) and θ ∈ (θǫ, π − θǫ), (4.8.8)

the multiplicative coefficient (∗∗) of U in (4.8.7) will satisfy

(∗∗) ≥ 4ℓ2
(
ℓ2 + t2

)
sin2(θǫ)

(ℓ2 + t2) sin2(θǫ) + 4ℓ2U cos2(θǫ)
=: fǫ(t) . (4.8.9)

We are ready now to construct the projection metric in the region (4.8.8).
Removing from the metric tensor (4.8.1) the terms (∗) appearing in (4.8.5), as
well as the dθ2 terms, and using (4.8.9) one finds, for g-causal vectors X,

g(X,X) ≥ γ2((π2)∗X, (π2)∗X) ,

with π2 as in (4.8.4), and where

γ2 := −U−1dt2 + fǫ Udζ
2 . (4.8.10)

Since U has exactly two simple zeros and is finite everywhere, and for ǫ such
that gϕϕ is positive on the region θ ∈ [θǫ, π − θǫ], the projection diagram for
that region, in a spacetime in which no periodic identifications in ζ are made, is
given by the left diagram of Figure 4.8.2. The reader should have no difficulties
finding the corresponding diagrams for the remaining values of ǫ.

However, we are in fact interested in those spacetimes where ζ is 4π pe-
riodic. This has two consequences: a) there are closed timelike Killing orbits
in all the regions where U is negative, and b) no simultaneous extensions are
possible across two orbit-adjacent boundaries. It then follows (see the right
diagram of Figure 4.8.2) that there are, within the Taub-NUT class, only two
non-isometric, maximal, vacuum extensions across compact Cauchy horizons
of the Taub spacetime. (Compare [56, Proposition 4.5 and Theorem 1.2] for
the local uniqueness of extensions, and [66] for a discussion of extensions with
non-compact Killing horizons.)





Chapter 5

Alternative approaches

In most of our discussion so far we have been considering stationary spacetimes.
In those it is most convenient to define the black hole region using the flow of
the Killing vector field, as presented in Section 1.3.7, p. 54. In non-stationary
spacetimes this does not work, and a different approach is needed. The standard
way to do this invokes conformal completions, which we critically review in
Section 5.1 below. We then pass to a discussion of alternative possibilities.

5.1 The standard approach and its shortcomings

The standard way of defining black holes is by using conformal completions: A
pair (M̃ , g̃) is called a conformal completion of (M , g) if M̃ is a manifold with
boundary such that:

1. M is the interior of M̃ ,

2. there exists a function Ω, with the property that the metric g̃, defined
to be Ω2g on M , extends by continuity to the boundary of M̃ , with the
extended metric still being non-degenerate throughout,

3. Ω is positive on M , differentiable on M̃ , vanishes on I , with dΩ nowhere
vanishing on I .

We emphasize that no assumptions about the causal nature of Scri are made
so far. The boundary of M̃ will be called Scri, denoted I .

In the standard treatments of the problem at hand [147, 271] smoothness of
both the conformal completion and the metric g̃ is imposed, though this can be
weakened for many purposes.

Let (M̃ , g̃) be a conformal completion at infinity of (M , g). One sets

I
+ = {p ∈ I | I−(p; M̃ ) ∩M 6= ∅} .

Assuming various global regularity conditions on the conformal completion M̃ ,
the black hole region B is then defined as (cf., e.g., [147, 271])

B := M \ J−(I +) . (5.1.1)

Let us point out some drawbacks of this approach:

201
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• Non-equivalent Scri’s: Conformal completions at null infinity do not
have to be unique, an example can be constructed as follows:

The Taub–NUT metrics can be locally written in the form [207]

−U−1dt2 + (2L)2Uσ21 + (t2 + L2)(σ22 + σ23) , (5.1.2)

U(t) = −1 + 2(mt+L2)
t2+L2 . (5.1.3)

where σ1, σ2 and σ3 are left invariant one–forms on SU(2) ≈ S3. The
constants L and m are real numbers with L > 0. Parameterizing S3 with
Euler angles (µ, θ, ϕ) one is led to the following form of the metric

g = −U−1dt2 + (2L)2U(dµ + cos θdϕ)2 + (t2 + L2)(dθ2 + sin2 θdϕ2) .

To construct the conformal completions, one first passes to a coordinate
system which is used to perform extensions across the Cauchy horizons
t± := M ±

√
M2 + L2:

(t, µ, θ, ϕ)→ (t, µ±
∫ t

t0

[2LU(s)]−1ds, θ, ϕ) . (5.1.4)

Denoting by g± the metric g in the new coordinates, one finds

g± = ±4L(dµ + cos θdϕ)dt

+(2L)2U(dµ + cos θdϕ)2 + (t2 + L2)(dθ2 + sin2 θdϕ2) .(5.1.5)

Each of the metrics g± can be smoothly conformally extended to the
boundary at infinity “t =∞” by introducing

x = 1/t ,

so that (5.1.5) becomes

g± = x−2
(
∓ 4L(dµ + cos θdϕ)dx

+(2L)2x2U(dµ + cos θdϕ)2 + (1 + L2x2)(dθ2 + sin2 θdϕ2)
)
. (5.1.6)

In each case this leads to a Scri diffeomorphic to S3. There is a simple
isometry between g+ and g− given by

(x, µ, θ, ϕ)→ (x,−µ, θ,−ϕ)

(this does correspond to a smooth map of the region t ∈ (t+,∞) into it-
self, cf. [78]), so that the two Scri’s so obtained are isometric. However, in
addition to the two ways of attaching Scri to the region t ∈ (t+,∞) there
are the two corresponding ways of extending this region across the Cauchy
horizon t = t+, leading to four possible manifolds with boundary. It can
then be seen, using e.g. the arguments of [78], that the four possible man-
ifolds split into two pairs, each of the manifolds from one pair not being
isometric to one from the other. Taking into account the corresponding



5.1. THE STANDARD APPROACH AND ITS SHORTCOMINGS 203

completion at “t = −∞”, and the two extensions across the Cauchy hori-
zon t = t−, one is led to four inequivalent conformal completions of each
of the two inequivalent [78] time-oriented, maximally extended, standard
Taub-NUT spacetimes.

This example naturally raises the question, how many different conformal
completions can a spacetime have? Under mild completeness conditions
in the spirit of [133], uniqueness of I + as a point set in past-distinguishing
spacetimes should follow from the TIP and TIF construction of [134]; note
that this last condition is not satisfied by the Taub-NUT example.

The TIP/TIF analysis does, however, not carry information about dif-
ferentiability. It turns out that, building upon an approach proposed by
Geroch [132], one can prove existence and uniqueness of maximal strongly
causal conformal completions in the smooth category, provided there exists
a non-trivial one [66, Theorem 5.3] (compare [132, Theorem 2, p. 14]).
But note that the existence of a non-empty strongly causal completion
seems to be difficult to control in general situations.1 In particular it
could happen that many spacetimes of interest admitting conformal com-
pletions do not admit any strongly causal ones.

We note that uniqueness of a class of Riemannian conformal completions
at infinity has been established in [77, Section 6], based on the analysis
in [85]; this result can probably be used to obtain uniqueness of differen-
tiable structure of Lorentzian conformal completions for Scri’s admitting
cross-sections, but we have not attempted to explore this idea any fur-
ther.

Further partial results on the problem at hand can be found in [251].

• Poorly differentiable Scri’s: In all standard treatments [132, 147, 271]
it is assumed that both the conformal completion M̃ = M ∪ I and
the extended metric g̃ are smooth, or have a high degree of differentia-
bility [234]. This is a restriction which excludes most spacetimes which
are asymptotically Minkowskian in lightlike directions, see [?, 88, ?, 175]
and references therein. Poor differentiability properties of I change the
peeling properties of the gravitational field [81], but most – if not all
– essential properties of black holes should be unaffected by conformal
completions with, e.g., polyhomogeneous differentiability properties as
considered in [10, 81]. It should, however, be borne in mind that the hy-
pothesis of smoothness has been done in the standard treatments, so that
in a complete theory the validity of various claims should be reexamined.

A breakthrough result concerning the asymptotics at Scri is due to Hintz
and Vasy [151], who prove that initial data which are polyhomogeneous at
spatial infinity lead to spacetimes with a polyhomogeneous Scri. Further
results concerning existence of spacetimes with a poorly differentiable Scri
can be found in [95, 185].

1Globally hyperbolic conformal completions (in the sense of manifolds with boundary) are
necessarily strongly causal. But it should be borne in mind that good causal properties of a
spacetime might fail to survive the process of adding a conformal boundary.
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t = 0

I +
E1E2

singularity i+

Figure 5.1.1: An asymptotically flat spacetime with an unusual i+.

• The structure of i+: The current theory of black holes is entirely based
on intuitions originating in the Kerr and Schwarzschild geometries. In
those spacetimes we have a family of preferred “stationary” observers
which follow the orbits of the Killing vector field ∂t in the asymptotic
region, and their past coincides with that of I +. It is customary to denote
by i+ the set consisting of the points t = ∞, where t is the Killing time
parameter for those observers. Now, the usual conformal diagrams for
those spacetimes [147, 208] leave the highly misleading impression that i+

is a regular point in the conformally rescaled manifold, which, to the best
of our knowledge, is not the case. In dynamical cases the situation is likely
to become worse. For example, one can imagine black hole spacetimes
with a conformal diagram which, to the future of a Cauchy hypersurface
t = 0, looks as in Figure 5.1.1. In that diagram the set i+ should be
thought of as the addition to the spacetime manifold M of a set of points
“{t = ∞, q ∈ O}”, where t ∈ [0,∞) is the proper time for a family of
observers O. The part of the boundary of M̃ corresponding to i+ is
a singularity of the conformally rescaled metric, but we assume that it
does not correspond to singular behaviour in the physical spacetime. In
this spacetime there is the usual event horizon E1 corresponding to the
boundary of the past of I +, which is completely irrelevant for the family
of observers O, and an event horizon E2 which is the boundary of the true
black hole region for the family O, i.e., the region that is not accessible
to observations for the family O. Clearly the usual black hole definition
carries no physically interesting information in such a setting.

• Causal regularity of Scri: As already pointed out, in order to be able to
prove interesting results the definition (5.1.1) should be complemented by
causal conditions on M̃ . The various approaches to this question are aes-
thetically highly unsatisfactory: it appears reasonable to impose causal
regularity conditions on a spacetime, but why should some unphysical
completion have any such properties? Clearly, the physical properties of
a black hole should not depend upon the causal regularity – or lack thereof
– of some artificial boundary which is being attached to the spacetime.
While it seems reasonable and justified to restrict attention to spacetimes
which possess good causal properties, it is not clear why the addition
of artificial boundaries should preserve those properties, or even be con-
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sistent with them. Physically motivated restrictions are relevant when
dealing with physical objects, they are not when non-physical constructs
are considered.

• Inadequacy for numerical purposes: Most2 numerical studies of black
holes are performed on numerical grids which cover finite spacetime re-
gions. Clearly, it would be convenient to have a set-up which is more
compatible in spirit with such calculations than the Scri one.

We present in Sections 5.2.1 and 5.2.2 below two approaches in which the
above listed problems are avoided.

5.2 Black holes without Scri

There has been considerable progress in the numerical analysis of black hole
solutions of Einstein’s equations; here one of the objectives is to write a stable
code which would solve the full four dimensional Einstein equations, with initial
data containing a non-connected black hole region that eventually merges into
a connected one. One wishes to be able to consider initial data which do
not possess any symmetries, and which have various parameters – such as the
masses of the individual black holes, their angular momenta, as well as distances
between them – which can be varied in significant ranges. Finally one wishes the
code to run to a stage where the solution settles to a state close to equilibrium.
The challenge then is to calculate the gravitational wave forms for each set of
parameters, which could then be used in the gravitational wave observatories to
determine the parameters of the collapsing black holes out of the observations
made. This program has been being undertaken for years by several groups of
researchers, with steady progress being made [5, 6, 12, 16, 29, 33, 140, 143, 169,
183, 237].3

There is a fundamental difficulty above, of deciding whether or not one is
dealing indeed with the desired black hole initial data: the definition (5.1.1) of a
black hole requires a conformal boundary I satisfying some properties. Clearly
there is no way of ensuring those requirements in a calculation performed on a
finite spacetime grid.4

In practice what one does is to set up initial data on a finite grid so that
the region near the boundary is close to flat (in the conformal approach the
whole asymptotically flat region is covered by the numerical grid, and does not

2The numerical simulations in [16, 29, 140] cover regions extending all the way to infinity,
within frameworks which seem to be closely related to the “naive” framework of Section 5.2.1
below.

3Some spectacular visualizations of the calculations performed can be found at the URL
http://jean-luc.aei.mpg.de/NCSA1999/GrazingBlackHoles

4The conformal approach developed by Friedrich (cf., e.g., [121, 122] and references therein)
provides an ideal numerical framework for studying gravitational radiation in situations where
the extended spacetime is smoothly conformally compactifiable across i+, since then one
can hope that the code will be able to “calculate Scri” globally to the future of the initial
hyperboloidal hypersurface. It is not clear whether a conformal approach could provide more
information than the non-conformal ones when i+ is itself a singularity of the conformally
rescaled equations, as is the case for black holes.



206 CHAPTER 5. ALTERNATIVE APPROACHES

need to be near the boundary of the numerical grid; this distinction does not
affect the discussion here). Then one evolves the initial data as long as the
code allows. The gravitational waves emitted by the system are then extracted
out of the metric near the boundary of the grid. Now, our understanding of
energy emitted by gravitational radiation is essentially based on an analysis of
the metric in an asymptotic region where g is nearly flat. In order to recover
useful information out of the numerical data it is thus necessary for the metric
near the boundary of the grid to remain close to a flat one. If we want to be sure
that the information extracted contains all the essential dynamical information
about the system, the metric near the boundary of the grid should quiet down
to an almost stationary state as time evolves. Now, it is straightforward to
set-up a mathematical framework to describe such situations without having to
invoke conformal completions, this is done in the next section.

5.2.1 Naive black holes

Consider a globally hyperbolic spacetime M which contains a region covered by
coordinates (t, xi) with ranges

r :=

√∑

i

(xi)2 ≥ R0 , T0 −R0 + r ≤ t <∞ , (5.2.1)

such that the metric g satisfies there

|gµν − ηµν | ≤ C1r
−α ≤ C2 , α > 0 , (5.2.2)

for some positive constants C1, C2, α; clearly C2 can be chosen to be less than
or equal to C1R

−α
0 . Making R0 larger one can thus make C2 as small as desired,

e.g.
C2 = 10−2 , (5.2.3)

which is a convenient number in dimension 3+1 to guarantee that objects alge-
braically constructed out of g (such as gµν ,

√
det g) are well controlled; (5.2.3) is

certainly not optimal, and any other number suitable for the purposes at hand
would do. To be able to prove theorems about such spacetimes one would need
to impose some further, perhaps not necessarily uniform, decay conditions on
a finite number of derivatives of g; there are various possibilities here, but we
shall ignore this for the moment. Then one can define the exterior region Mext,
the black hole region B and the future event horizon E as

Mext := ∪τ≥T0J−(Sτ,R0) = J−(∪τ≥T0Sτ,R0) , (5.2.4)

B := M \Mext , E := ∂B , (5.2.5)

where
Sτ,R0 := {t = τ, r = R0} . (5.2.6)

We will refer to the definition (5.2.1)-(5.2.6) as that of a naive black hole.
In the setup of Equations (5.2.1)-(5.2.6) an arbitrarily chosen R0 has been

used; for this definition to make sense B so defined should not depend upon
this choice. This is indeed the case, as can be seen as follows:
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Proposition 5.2.1 Let Oa ⊂ R
3 \ B(0, R0), a = 1, 2, and let Ua ⊂ M be of

the form {(t ≥ T0 −R0 + r(~x), ~x) , ~x ∈ Oa} in the coordinate system of (5.2.2).
Then

I−(U1) = J−(U1) = I−(U2) = J−(U2) .

Proof: If Γ is a future directed causal path from p ∈ M to q = (t, ~x) ∈
U1, then the path obtained by concatenating Γ with the path [0, 1] ∋ s →
(t(s) := t + s, ~x(s) := ~x) is a causal path which is not a null geodesic, hence
can be deformed to a timelike path from p to (t + 1, ~x) ∈ U1. It follows that
I−(U1) = J−(U1); clearly the same holds for U2. Next, let ~xa ∈ Oa, and let
γ : [0, 1] → R

3 \ B(0, R0) be any differentiable path such that γ(0) = ~x1 and
γ(1) = ~x2. Then for any t0 ≥ T0 − R0 + r(~x1) the causal curve [0, 1] ∋ s →
Γ(s) = (t := Cs+ t0, ~x(s) := γ(s)) will be causal for the metric g by (5.2.2) if
the constant C is chosen large enough, with a similar result holding when ~x1 is
interchanged with ~x2. The equality I−(U1) = I−(U2) easily follows from this
observation. 2

Summarizing, Proposition 5.2.1 shows that there are many possible equiva-
lent definitions of Mext: in (5.2.4) one can replace J−(Sτ,R0) by J−(Sτ,R1) for
any R1 ≥ R0, but also simply by J−((t + τ, q)), for any p = (t, q) ∈M which
belongs to the region covered by the coordinate system (t, xi).

The following remarks concerning the definition Equations (5.2.4)-(5.2.5)
are in order:

• For vacuum, stationary, asymptotically flat spacetimes the definition is
equivalent to the usual one with I [96, Footnote 7, p. 572]; here the
results of [102, 104] are used. However, one does not expect the existence
of a smooth I + to follow from (5.2.1)-(5.2.2) in general.

• Suppose that M admits a conformal completion, and that I is semi-
complete to the future. Then for any finite interval [T0, T1] there exists
R0(T0, T1) and a coordinate system satisfying (5.2.2) and covering a set
r ≥ R0(T0, T1), T0−R0 ≤ t ≤ T1−R0. This follows from the Tamburino-
Winicour construction of Bondi coordinates (u, r, θ, ϕ) near I + [262],
followed by the introduction of the usual Minkowskian coordinates t = u+
r, x = r sin θ cosϕ, etc. The problem is that R(T1, T2) could shrink to zero
as T2 goes to infinity. Thus, when I + exists, conditions Equations (5.2.1)-
(5.2.2) are uniformity conditions on I + to the future: the metric remains
uniformly controlled on a uniform neighborhood of I + as the retarded
time goes to infinity.

• It should not be too difficult to check whether or not the future geodesi-
cally complete spacetimes of Friedrich [119, 123], Christodoulou and Klain-
erman [54], Lindblad and Rodnianski [?], Hintz and Vasy [151], or the
small data black holes of [100, 170], as well as the Robinson-Trautman
black-holes discussed in Chapter 6 admit coordinate systems satisfying
(5.2.1)-(5.2.2).
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It is not clear if asymptotically flat spacetimes in which no such control is
available do exist at all; in fact, it is tempting to formulate the following version
of the (weak) cosmic censorship conjecture:

The maximal globally hyperbolic development of generic5, asymp-
totically flat, vacuum initial data contains a region with coordinates
satisfying (5.2.1)-(5.2.2).

Whatever the status of this conjecture, one can hardly envisage numerical sim-
ulations leading to the calculation of an essential fraction of the total energy
radiated away in spacetimes in which some uniformity conditions do not hold.

5.2.2 Quasi-local black holes

As already argued, the naive approach of the previous section should be more
convenient for numerical simulations of black hole spacetimes, as compared to
the usual one based on Scri. It appears to be even more convenient to have
a framework in which all the issues are localized in space; we wish to suggest
such a framework here. When numerically modeling an asymptotically flat
spacetime, whether in a conformal or a direct approach, a typical numerical
grid will contain large spheres S(R) on which the metric is nearly flat, so that
an inequality such as (5.2.2)-(5.2.3) will hold in a neighborhood of S(R). On
slices t = const the condition (5.2.2) is usually complemented with a fall-off
condition on the derivatives of the metric

|∂σgµν | ≤ Cr−α−1 . (5.2.7)

However, condition (5.2.7) is inadequate in the radiation regime, where retarded
time derivatives of the metric are not expected to fall-off faster than r−1. It
turns out that there is a condition on derivatives of the metric in null directions
which is fulfilled at large distance both in spacelike and in null directions: Let
Ka, a = 1, 2, be null future pointing vector fields on S(R) orthogonal to S(R),
with K1 inwards pointing and K2 – outwards pointing; these vector fields are
unique up to scaling. Let χa denote the associated null second fundamental
forms defined as

∀ X,Y ∈ TS(R) χa(X,Y ) := g(∇XKa, Y ) . (5.2.8)

It can be checked, e.g. using the asymptotic expansions for the connection
coefficients near I + from [80, Appendix C], that χ1 is negative definite and
χ2 is positive definite for Bondi spheres S(R) sufficiently close to I +; simi-
larly for I −. This property is not affected by the rescaling freedom at hand.
Following G. Galloway [126], a two-dimensional spacelike submanifold of a four-
dimensional spacetime will be called weakly null convex if χ1 is semi-positive
definite, with the trace of χ2 negative.6 The null convexity condition is easily

5The examples constructed by Christodoulou [53] with spherically symmetric gravitating
scalar fields suggest that the genericity condition is unavoidable, though no corresponding
vacuum examples are known.

6Galloway defines null convexity through the requirement of positive definiteness of χ1 and
negative definiteness of χ2. However, he points out himself [126, p. 1472] that the weak null
convexity as defined above suffices for his arguments to go through.
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verified for sufficiently large spheres in a region asymptotically flat in the sense
of (5.2.7). It does also hold for large spheres in a large class of spacetimes with
negative cosmological constant. The null convexity condition is then the condi-
tion which we propose as a starting point to defining “quasi-local” black holes
and horizons. The point is that several of the usual properties of black holes
carry over to the weakly null convex setting. In retrospect, the situation can
be summarized as follows: the usual theory of Scri based black holes exploits
the existence of conjugate points on appropriate null geodesics whenever those
are complete to the future; this completeness is guaranteed by the fact that
the conformal factor goes to zero at the conformal boundary at an appropriate
rate. Galloway’s discovery in [126] is that weak null convexity of large spheres
near Scri provides a second, in principle completely independent, mechanism to
produce the needed focusing behaviour.

Throughout this section we will consider a globally hyperbolic spacetime
(M , g) with time function t. Let T ⊂ M be a finite union of connected
timelike hypersurfaces Tα in M . We set

Sτ := {t = τ} , T (τ) := T ∩Sτ , Tα(τ) := Tα ∩Sτ . (5.2.9)

For further purposes anything that happens on the exterior side of T is com-
pletely irrelevant, so it is convenient to think of T as a boundary of M ; global
hyperbolicity should then be understood in the sense that (M := M ∪ T , g)
is strongly causal, and that J+(p; M ) ∩ J−(q; M ) is compact in M for all
p, q ∈M .

One can also think of each Tα as a family of observers.
Recall that the null convergence condition is the requirement that

Ric(X,X) ≥ 0 for all null vectors X ∈ TM . (5.2.10)

We have the following topological censorship theorem for weakly null convex
timelike boundaries:

Theorem 5.2.2 (Galloway [126]) Suppose that a globally hyperbolic spacetime
(M , g) satisfying the null convergence condition (5.2.10) has a timelike bound-
ary T = ∪Iα=1Tα and a time function t such that the level sets of t are Cauchy
surfaces, with each section T (τ) of T being null convex. Then distinct Tα’s
cannot communicate with each other:

α 6= β J+(Tα) ∩ J−(Tβ) = ∅ .

As is well known, topological censorship implies constraints on the topology:

Theorem 5.2.3 (Galloway [126]) Under the hypotheses of Theorem 5.2.2 sup-
pose further that the cross-sections Tα(τ) of Tα have spherical topology.7 Then
the α-domain of outer communication

〈〈Tα〉〉 := J+(Tα) ∩ J−(Tα) (5.2.11)

is simply connected.

7The reader is referred to [128] and references therein for results without the hypothesis of
spherical topology. The results there, presented in a Scri setting, generalize immediately to
the weakly null convex one.
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It follows in particular from Theorem 5.2.3 that M can be replaced by a
subset thereof such that T is connected in the new spacetime, with all es-
sential properties relevant for the discussion in the remainder of this section
being unaffected by that replacement. We shall not do that, to avoid a lengthy
discussion of which properties are relevant and which are not, but the reader
should keep in mind that the hypothesis of connectedness of T can indeed be
done without any loss of generality for most purposes.

We define the quasi-local black hole region BTα and the quasi-local event
horizon ETα associated with the hypersurface Tα by

BTα := M \ J−(Tα) , ETα := ∂BTα . (5.2.12)

If T is the hypersurface ∪τ≥T0Sτ,R0 of Section 5.2.1 then the resulting black
hole region coincides with that defined in (5.2.5), hence does not depend upon
the choice of R0 by Proposition 5.2.1; however, BTα might depend upon the
chosen family of observers Tα in general. It is certainly necessary to impose
some further conditions on T to reduce this dependence. A possible condition,
suggested by the geometry of the large coordinate spheres considered in the
previous section, could be that the light-cones of the induced metric on T are
uniformly controlled both from outside and inside by those of two static, future
complete reference metrics on T . However, neither the results above, nor the
results that follow, do require that condition.

The Scri-equivalents of Theorem 5.2.3 [35, 65, 74, 96, 125, 128, 129, 163] allow
one to control the topology of “good” sections of the horizon, and for the
standard stationary black-holes this does lead to the usual S2×R topology of the
horizon [96, 147]. In particular, in stationary, asymptotically flat, appropriately
regular spacetimes the intersection of a partial Cauchy hypersurface with an
event horizon will necessary be a finite union of spheres. In general spacetimes
such intersections do not even need to be manifolds: for example, in the usual
spherically symmetric collapsing star the intersection of the event horizon with
level sets of a time function will be a point at the time of appearance of the
event horizon. We refer the reader to [73, Section 3] for other such examples,
including one in which the topology of sections of horizon changes type from
toroidal to spherical as time evolves. This behaviour can be traced back to
the existence of past end points of the generators of the horizon. Nevertheless,
some sections of the horizon have controlled topology – for instance, we have
the following:

Theorem 5.2.4 Under the hypotheses of Theorem 5.2.2, consider a connected
component Tα of T such that ETα 6= ∅. Let

Cα(τ) := ∂J+(Tα(τ)) .

If Cα(τ)∩ETα is a topological manifold, then each connected component thereof
has spherical topology.

Proof: Consider the open subset Mτ of M defined as

Mτ := I+(Cα(τ); M ) ∩ I−(Tα; M ) ⊂ 〈〈Tα〉〉 .
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We claim that (Mτ , g|Mτ ) is globally hyperbolic: indeed, let p, q ∈Mτ ; global
hyperbolicity of M shows that J−(p; M )∩J+(q; M ) is a compact subset of M ,
which is easily seen to be included in Mτ . It follows that J−(p; Mτ )∩J+(q; Mτ )
is compact, as desired. By the usual decomposition we thus have

Mτ ≈ R× S ,

where S is a Cauchy hypersurface for Mτ . Applying Theorem 5.2.3 to the
globally hyperbolic spacetime Mτ (which has a weakly null convex boundary
Tα ∩ {t > τ}) one finds that Mτ is simply connected, and thus so is S. Since
Cα(τ) and Eα are null hypersurfaces in M , it is easily seen that the closure in
M of the Cauchy surface {0} × S intersects Eα precisely at Cα(τ) ∩ ETα . It
follows that S is a compact, simply connected, three dimensional topological
manifold with boundary, and a classical result [148, Lemma 4.9] shows that
each connected component of ∂S is a sphere. The result follows now from
∂S ≈ Cα(τ) ∩ ETα . 2

Yet another class of “good sections” of ET can be characterized8 as fol-
lows: suppose that 〈〈Tα〉〉∩Sτ is a submanifold with boundary of M which is,
moreover, a retract of 〈〈Tα〉〉. Then 〈〈Tα〉〉 ∩Sτ is simply connected by The-
orem 5.2.3, and spherical topology of all boundary components of 〈〈Tα〉〉 ∩Sτ

follows again from [148, Lemma 4.9]. It is not clear whether there always exist
time functions t such that the retract condition is satisfied; similarly it is not
clear that there always exist τ ’s for which the conditions of Theorem 5.2.4 are
met for metrics which are not stationary (one would actually want “a lot of
τ ’s”). It would be of interest to understand this better.

We have an area theorem for ET :

Theorem 5.2.5 Under the hypotheses of Theorem 5.2.2, suppose further that
ET 6= ∅. Let Sa, a = 1, 2 be two achronal spacelike embedded hypersurfaces of
C2 differentiability class, set Sa = Sa ∩ ET . Then:

1. The area of Sa is well defined.

2. If
S1 ⊂ J−(S2) ,

then the area of S2 is larger than or equal to that of S1. (Moreover, this
is true even if the area of S1 is counted with multiplicity9 of generators
provided that S1 ∩ S2 = ∅.)

We note that point 1 is less trivial as it appears, because horizons can be
rather rough sets, and it requires a certain amount of work to establish that
claim.
Proof: The result is obtained by a mixture of methods of [73] and of [126],
and proceeds by contradiction: assume that the Alexandrov divergence θAl of
ET is negative, and consider the Sǫ,η,δ deformation of the horizon as constructed

8I am grateful to G. Galloway for useful discussions concerning this question, as well as
many other points presented in this section.

9See [73] for details.
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in Proposition 4.1 of [73], with parameters chosen so that θǫ,η,δ < 0. Global
hyperbolicity implies the existence of an achronal null geodesic from Sǫ,η,δ to
some cut T (τ) of T . The geodesic can further be chosen to be “extremal”,
in the sense that it meets T (t) for the smallest possible value of t among
all generators of the boundary of J+(Sǫ,η,δ) meeting T . The argument of the
proof of Theorem 1 of [126] shows that this is incompatible with the null energy
condition and with weak null convexity of T (τ). It follows that θAl ≥ 0, and
the result follows from [73, Proposition 3.3 and Theorem 6.1]. 2

It immediately follows from the proof above that, under the hypotheses of
Theorem 5.2.2, the occurrence of twice differentiable future trapped (compact)
surfaces implies the presence of a black hole region. The same result holds for
semi-convex compact surfaces which are trapped in an Alexandrov sense. It is,
however, not known if the existence of marginally trapped surfaces – whether
defined in a classical, or Alexandrov, or a viscosity sense – does signal the
occurrence of black hole; it would be of interest to settle that.

In summary, we have shown that the quasi-local black holes, defined us-
ing weakly null convex timelike hypersurfaces, or boundaries, possess several
properties usually associated with the Scri-based black holes, without the asso-
ciated problems. We believe they provide a reasonable alternative, well suited
for numerical calculations.



Chapter 6

Dynamical black holes: the
Robinson-Trautman metrics

All black-hole metrics seen so far were stationary. This is essentially due to
the fact that explicit non-stationary metrics are hard to come by. The closest
one can come to an explicit time-dependent black hole metric is provided by
the Robinson-Trautman family metrics, which are explicit up to one function
satisfying a parabolic evolution equation. The aim of this chapter is to present
some properties of those metrics.

6.1 Robinson–Trautman spacetimes.

The Robinson–Trautman (RT) metrics are vacuum metrics which can be viewed
as evolving from data prescribed on a single null hypersurface.

From a physical point of view, the RT metrics provide examples of isolated
gravitationally radiating systems. In fact, these metrics were hailed to be the
first exact nonlinear solutions describing such a situation. Their discovery [247]
was a breakthrough in the conceptual understanding of gravitational radiation
in Einstein’s theory.

The RT metrics were the only example of vacuum dynamical black holes
without any symmetries and with exhaustively described global structure until
the construction, in 2013 [99], of a large class of such spacetimes using “scat-
tering data” at the horizon and at future null infinity. Further dynamical black
holes have been meanwhile constructed in 2018 in [100, 170], by evolution of
small perturbations of Schwarzschild initial data. See also [83] for asymptoti-
cally many-black-hole dynamical vacuum spacetimes with “a piece of I ”, and
[166] for a class of vacuum multi-black-holes with a positive cosmological con-
stant.

There are several interesting features exhibited by the RT metrics: First,
and rather unexpectedly, in this class of metrics the Einstein equations reduce
to a single parabolic fourth order equation. Next, the evolution is unique within
the class, in spite of a “naked singularity” at r = 0. Last but not least, they
possess remarkable extendibility properties.

By definition, the Robinson–Trautman spacetimes can be foliated by a null,
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hypersurface-orthogonal, shear-free, expanding geodesic congruence. It has been
shown by Robinson and Trautman [243] that in such a spacetime there always
exists a coordinate system in which the metric takes the form

4g = −Φ du2 − 2du dr + r2e2λ g̊ab(x
c) dxa dxb︸ ︷︷ ︸
=:̊g

, λ = λ(u, xa) , (6.1.1)

Φ =
R

2
+

r

12m
∆gR−

2m

r
, R = R(gab) ≡ R(e2λg̊ab) , (6.1.2)

where the xa’s are local coordinates on the two-dimensional smooth Riemannian
manifold ( 2M, g̊), m 6= 0 is a constant which is related to the total Trautman-
Bondi mass of the metric, and R is the Ricci scalar of the metric g := e2λg̊. In
writing (6.1.1)-(6.1.2) we have ignored those spacetimes which admit a congru-
ence as above and where the parameter m vanishes.

The Einstein equations for a metric of the form (6.1.1) reduce to a single
equation

∂ugab =
1

12m
∆gRgab ⇐⇒ ∂uλ =

1

24m
e−2λ∆g̊(e

−2λ(R̊− 2∆g̊λ)) , (6.1.3)

where ∆g is the Laplace operator of the two-dimensional metric g = gabdx
adxb,

and R̊ is the Ricci scalar of the metric g̊.
Equation (6.1.3) will be referred to as the RT equation. It is first-order

in the “time” u, fourth-order in the space-variables xa, and belongs to the
family of parabolic equations. The Cauchy data for (6.1.3) consist of a function
λ0(x

a) ≡ λ(u = u0, x
a), which is equivalent to prescribing the metric gµν of the

form (6.1.1) on a null hypersurface {u = u0, r ∈ (0,∞)} × 2M . Without loss
of generality, translating u if necessary, we can assume that u0 = 0.

Note that the initial data hypersurface asymptotes to a curvature singularity
at r = 0, with the scalar RαβγδR

αβγδ diverging as r−6 when r = 0 is approached.
This is a “white hole singularity”, familiar to all known stationary black hole
spaces-times.

The RT equation (6.1.3) has been considered in a completely different con-
text by Calabi [38].

The function λ ≡ 0 solves (6.1.3) when g̊ is the unit round metric on
the sphere. The metric (6.1.1) is then the Schwarzschild metric in retarded
Eddington-Finkelstein coordinates.

It follows from the theory of parabolic equations that form < 0 the evolution
problem for (6.1.3) is locally well posed backwards in u, while for m > 0 the RT
equation can be locally solved forwards in u. Redefining u to −u transforms
(6.1.3) with m < 0, u ≤ 0 to the same equation with a new mass parameter
−m > 0 and with u ≥ 0. Thus, when discussing (6.1.3) it suffices to assume
m > 0. On the other hand, the global properties of the associated spacetimes
will be different, and will need separate discussion.

Note that solutions of typical parabolic equations, including (6.1.3), imme-
diately become analytic. This implies that for smooth but not analytic initial
functions λ0, the equation will not be solvable backwards in u when m > 0, or
forwards in u when m < 0.

In [58, 59, 91] the following has been proved:
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1. When m > 0 solutions of (6.1.3) with, say smooth, initial data at u = 0
exist for all u ≥ 0. The proof consists in showing that all Sobolev norms
of the solution remain finite during the evolution. The first key to this
is the monotonicity of the Trautman-Bondi mass, which for RT metrics
equals [257]

mTB =
m

4π

∫

S2

e3λdµg̊ . (6.1.4)

The second is the monotonicity property of

∫

2M
(R−R0)2 (6.1.5)

discovered by Calabi [38] and, independently, by Lukács, Perjes, Porter
and Sebestyén [192].

2. Let m > 0. There exists a strictly increasing sequence of real numbers
λi > 0, integers ni with n1 = 0, and functions ϕi,j ∈ C∞( 2M), 0 ≤ j ≤
ni, such that, possibly after performing a conformal transformation of g̊,
solutions of (6.1.3) have a full asymptotic expansion of the form

λ(u, xa) =
∑

i≥1 , 0≤j≤ni
ϕi,j(x

a)uje−λiu/m , (6.1.6)

when u tends to infinity. The result is obtained by a delicate asymptotic
analysis of solutions of the RT equation.

The decay exponents λi and the ni’s are determined by the spectrum of ∆g̊.
For example, if ( 2M, g̊) is a round two sphere, we have [59]

λi = 2i , i ∈ N , with n1 = . . . = n14 = 0 , n15 = 1 . (6.1.7)

Remark 6.1.1 The first global existence result for the RT equation has been ob-
tained by Rendall [244] for a restricted class of near-Schwarzschildian initial data.
Global existence and convergence to a round metric for all smooth initial data
has been established in [58]. There the uniformization theorem for compact two-
dimensional manifolds has been assumed. An alternative proof of global existence,
which establishes the uniformization theorem as a by-product, has been given by
Struwe [260]. 2

The RT metrics all possess a smooth conformal boundary à la Penrose at
“r = ∞”. To see this, one can replace r by a new coordinate x = 1/r, which
brings the metric (6.1.1) to the form

4g = x−2

(
−
(
Rx2

2
+
x∆gR

12m
− 2mx3

)
du2 + 2du dx + e2λg̊

)
, (6.1.8)

so that the metric 4g multiplied by a conformal factor x2 smoothly extends to
{x = 0}.

In what follows we shall take ( 2M, g̊) to be a two dimensional sphere equipped
with the unit round metric. See [59] for a discussion of other topologies.
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6.1.1 m > 0

Let us assume that m > 0. Following an observation of Schmidt reported
in [265], the hypersurface “u = ∞” can be attached to the manifold {r ∈
(0,∞) , u ∈ [0,∞)} × 2M as a null boundary by introducing Kruskal–Szekeres-
type coordinates (û, v̂), defined in a way identical to the ones for the Schwarzschild
metric:

û = − exp
(
− u

4m

)
, v̂ = exp

(
u+ 2r

4m
+ ln

( r

2m
− 1
))

. (6.1.9)

This brings the metric to the form

4g = −32m3 exp
(
− r

2m

)

r
dû dv̂ + r2e2λg̊

−16m2 exp
( u

2m

)(R
2
− 1 +

r∆gR

12m

)
dû2 . (6.1.10)

Note that 4gûû vanishes when λ ≡ 0, and one recovers the Schwarzschild met-
ric in Kruskal-Szekeres coordinates. Equations (6.1.6)-(6.1.7) imply that 4gûû
decays as eu/2m × e−2u/m = û6. Hence g approaches the Schwarzschild metric
as O(û6) when the null hypersurface

H+ := {û = 0}

is approached. A projection diagram, as defined in Section 4.7, [87], with the
2M factor projected out, can be found in Figure 6.1.1.

r = 0

H−(u = u0)

I +(r =∞)

H+(u =∞)

Figure 6.1.1: A projection diagram for RT metrics with m > 0.

In terms of û the expansion (6.1.6) becomes

λ(û, xa) =
∑

i≥1 , 0≤j≤ni
ϕi,j(x

a) (−4m log(|û|))j û8i , (6.1.11)

which can be extended to û > 0 as an even function of û. This expansion
carries over to similar expansions of R and ∆gR, and results in an asymptotic
expansion of the form

4gûû(û, xa) =
∑

i≥1 , 0≤j≤ni
ψi,j(x

a) (log |û|)j û8i−2 , (6.1.12)
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for some functions ψij . It follows from (6.1.2) that the even extension of 4gûû
will be of C117–differentiability class.

In fact, any two such even functions 4gûû can be continued into each other
across u = 0 to a function of C5–differentiability class. It follows that:

1. Any two RT metrics can be joined together as in Figure 6.1.2 to obtain a
spacetime with a metric of C5–differentiability class. In particular g can
be glued to a Schwarzschild metric beyond H, resulting in a C5 metric.

r = 0

( 4M , 4g)

u = u0

r =∞

u =∞

r = 0

u = u0

r =∞

Figure 6.1.2: Vacuum RT extensions beyondH+ = {u =∞}. Any two RT met-
rics with the same mass parameter m can be glued across the null hypersurface
H+, leading to a metric of C5–differentiability class.

2. It follows from (6.1.2) that g can be glued to itself in the C117–differentiability
class.

The vanishing, or not, of the expansion functions ϕi,j in (6.1.6) with j ≥ 1
turns out to play a key role for the smoothness of the metric at H. Indeed,
the first non-vanishing function ϕi,j with j ≥ 1 will lead to a ψi,j (ln |û|)j û8i−2

term in the asymptotic expansion of 4gûû. As a result, 4gûû will be extendable
to an even function of û of C8i−3-differentiability class, but not better. It is
shown in [91] that

1. Generic λ(0, xa) close to zero lead to a solution with ψ15,1 6= 0, resulting in
metrics which are extendible across H in the C117-differentiability class,
but not C118, in the coordinate system above.

2. There exists an infinite-dimensional family of non-generic initial functions
λ(0, xa) for which ψ15,1 ≡ 0. An even extension of 4gûû across H results
in a metric of C557-differentiability class, but not C558, in the coordinate
system above.

The question arises, whether the above differentiability issues are related to
a poor choice of coordinates. By analysing the behaviour of the derivatives of
the Riemann tensor on geodesics approaching H, one can show [91] that the
metrics of point 1 above cannot be extended across H in the class of spacetimes
with metrics of C123-differentiability class. Similarly the metrics of point 2
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cannot be extended across H in the class of spacetimes with metrics of C564-
differentiability class. One expects that the differentiability mismatches are
not a real effect, but result from a non-optimal inextendibility criterion used.
It would be of some interest to settle this issue.

Summarising, we have the following:

Theorem 6.1.2 Let m > 0. For any λ0 ∈ C∞(S2) there exists a Robinson–
Trautman spacetime ( 4M , 4g) with a “half-complete” I +, the global structure
of which is shown in Figure 6.1.1. Moreover:

1. ( 4M , 4g) is smoothly extendible to the past through H −. If, however, λ0
is not analytic, then no vacuum Robinson–Trautman extensions through
H − exist.

2. There exist infinitely many non-isometric vacuum Robinson–Trautman
C5 extensions1 of ( 4M , 4g) through H +, which are obtained by gluing
to ( 4M , 4g) any other positive mass Robinson–Trautman spacetime, as
shown in Figure 6.1.2.

3. There exist infinitely many C117 vacuum RT extensions of ( 4M , 4g) through
H +. One such extension is obtained by gluing a copy of ( 4M , 4g) to itself,
as shown in Figure 6.1.2.

4. For any 6 ≤ k ≤ ∞ there exists an open set Ok of Robinson–Trautman
spacetimes, in a Ck(S2) topology on the set of the initial data functions
λ0, for which no C123 extensions beyond H + exist, vacuum or otherwise.
For any u0 there exists an open ball Bk ⊂ Ck(S2) around the initial data
for the Schwarzschild metric, λ0 ≡ 0, such that Ok ∩ Bk is dense in Bk.

The picture that emerges from Theorem 6.1.2 is the following: generic initial
data lead to a spacetime which has no RT vacuum extension to the past of the
initial surface, even though the metric can be smoothly extended (in the non–
vacuum class); and generic data sufficiently close2 to Schwarzschildian ones
lead to a spacetime for which no smooth vacuum RT extensions exist beyond
H+. This shows that considering smooth extensions across H+ leads to non–
existence, while giving up the requirement of smoothness of extensions beyond
H+ leads to non–uniqueness. It follows that global well-posedness of the general
relativistic initial value problem completely fails in the class of positive mass
Robinson–Trautman metrics.

Remark 6.1.3 There are two striking differences between the global structure seen
in Figure 6.1.2 and the usual Penrose diagram for Schwarzschild spacetime. The
first is the lack of past null infinity, which we have seen to be unavoidable in the
RT case. The second is the lack of the past event horizon, sections of which can be
technically described as a marginally past outer trapped surfaces. The existence of
such surfaces in RT spacetimes is a non-trivial property which has been established
in [265]. 2

1By this we mean that the metric can be C5 extended beyond H
+; the extension can

actually be chosen to be of C5,α–differentiability class, for any α < 1.
2It is rather clear from the results of [91] that generic RT spacetimes will not be smoothly

extendible across H+, without any restrictions on the “size” of the initial data; but no rigorous
proof is available.
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6.1.2 m < 0

Unsurprisingly, and as already mentioned, the global structure of RT spacetimes
turns out to be different when m < 0, which we assume now. As already noted,
in this case we should take u ≤ 0, in which case the expansion (6.1.6) again
applies with u→ −∞.

The existence of future null infinity as in (6.1.8) applies without further due,
except that now the coordinate u belongs to (−∞, 0].

The new aspect is the possibility of attaching a conformal boundary at past
null infinity, I −, which is carried out by first replacing u with a new coordinate
v defined as [250]

v = u+ 2r + 4m ln
(∣∣∣ r

2m
− 1
∣∣∣
)
. (6.1.13)

In the coordinate system (v, r, xa) the metric becomes

4g = −
(

1− 2m

r

)
dv2 + 2dv dr + r2e2λg̊

+

(
R

2
− 1 +

r

12m
∆gR

)(
dv − 2dr

1− 2m
r

)2

. (6.1.14)

The last step is the usual replacement of r by x = 1/r:

4g = x−2

[
− x2(1− 2mx)dv2 − 2dv dx + e2λg̊

+

(
R− 2

2x2
+

12m∆gR

x3

)(
x2dv +

2dx

1− 2mx

)2 ]
. (6.1.15)

One notices that all terms in the conformally rescaled metric x2 × 4g extend
smoothly to smooth functions of (v, xa) at the conformal boundary {x = 0}
except possibly for

(
R− 2

2x2
+

12m∆gR

x3

)
×
(

4dx2

(1− 2mx)2
+

4x2dv dx

1− 2mx

)
. (6.1.16)

Now, from the definition of v we have

exp

(
−2u

m

)
=
( r

2m
− 1
)8

exp

(
2v − 4r

|m|

)

=

(
1− 2mx

2mx

)8

exp

(
2v

|m|

)
exp

(
− 4

|m|x

)
.

Using the fact that λ = O(exp(−2u/m)), similarly for all angular derivatives
of λ, we see that all three functions λ, R − 2 and ∆gR decay to zero, as x
approaches zero, faster than any negative power of x. In fact, the offending
terms (6.1.16) extend smoothly by zero across {x = 0}. We conclude that the
conformally rescaled metric x2 × 4g smoothly extends to I − := {x = 0}.

Summarising, we have:



220CHAPTER 6. DYNAMICAL BLACK HOLES: THE ROBINSON-TRAUTMANMETRICS

r = 0

H+(u = u0) I +(r =∞)

io

I −(u = −∞)

Figure 6.1.3: A projection diagram for RT metrics with m < 0.

Theorem 6.1.4 Let m < 0. For any λ0 ∈ C∞( 2M) there exists a unique RT
spacetime ( 4M , 4g) with a complete i0 in the sense of [11], a complete I −, and
“a piece of I +”, as shown in Figure 6.1.3. Moreover

1. ( 4M , 4g) is smoothly extendible through H +, but

2. if λ0 is not analytic, there exist no vacuum RT extensions through H +.

The generic non-extendability of the metric through H + in the vacuum RT
class is rather surprising, and seems to be related to a similar non-extendability
result for compact non–analytic Cauchy horizons in the polarized Gowdy class,
cf. [79]. Since it may well be possible that there exist vacuum extensions which
are not in the RT class, this result does not unambiguously demonstrate a
failure of Einstein equations to propagate generic data forwards in u in such a
situation; however, it certainly shows that the forward evolution of the metric
via Einstein equations breaks down in the class of RT metrics with m < 0.

6.1.3 Λ 6= 0

So far we have assumed a vanishing cosmological constant. It turns out that
there exists a straightforward generalisation of RT metrics to Λ 6= 0. The metric
retains its form (6.1.1), with the function Φ of (6.1.2) taking instead the form

Φ =
R

2
+

r

12m
∆gR−

2m

r
− Λ

3
r2 . (6.1.17)

We continue to assume that m 6= 0.
It turns out that the key equation (6.1.3) remains the same, thus λ tends

to zero and Φ tends to the function

Φ̊ =
R̊

2
− 2m

r
− Λ

3
r2 (6.1.18)

as u approaches infinity. It follows from the generalised Birkhoff theorem 1.2.3
that these are the Birmingham metrics presented in Section 4.6. The relevant
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r =∞

r = 0

Figure 6.1.4: The causal diagram when m < 0, Λ > 0 and Φ̊ has no zeros.
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r
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r
=
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r
=
r
0

r
=
r
0

r = 0r = 0

r =∞ r =∞

Figure 6.1.5: The causal diagram for Kottler metrics with Λ > 0, and Φ̊ ≤ 0,
with Φ̊ vanishing precisely at r0.

projection diagrams can be found there, for the convenience of the reader we
repeat them in Figures 6.1.4-6.1.7.

The global structure of the spacetimes with Λ 6= 0 and λ 6≡ 0 should be
clear from the analysis of the case Λ = 0: One needs to cut one of the building
blocs of Figures 6.1.4-6.1.7 with a line with a ±45-degrees slope, corresponding
to the initial data hypersurface u0 = 0. This hypersurface should not coincide
with one of the Killing horizons there, where Φ̊ vanishes. The Killing horizons
with the opposite slope in the diagrams should be ignored. Depending upon the
sign of m, one can evolve to the future or to the past of the associated spacetime
hypersurface until a conformal boundary at infinity or a Killing horizon Φ̊(r0) =
0 with the same slope is reached.

The metric will always be smoothly conformally extendable through the
conformal boundaries at infinity.

As discussed in [30], the extendibility properties across the horizons which
are approached as m× u tends to infinity will depend upon the surface gravity
of the horizon and the spectrum of g̊. For simplicity we assume that

2M = S2 ⇐⇒ R̊ > 0 ,

a similar analysis can be carried out for other topologies.
Consider, first, a zero r = r0 of Φ̊ such that

c =
Φ̊′(r0)

2
> 0 .

Similarly to (6.1.9), introduce Kruskal–Szekeres-type coordinates (û, v̂) de-
fined as

û = −e−cu , v̂ = ec(u+2F (r)) , (6.1.19)

where

F ′ =
1

Φ̊
. (6.1.20)
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r
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r
=
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r
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0
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=
r
0

Figure 6.1.6: The causal diagram for Kottler metrics with m < 0, Λ > 0 R̊ ∈ R,
or m = 0 and R̊ = 1, with r0 defined by the condition Φ̊(r0) = 0. The set
{r = 0} is a singularity unless the metric is the de Sitter metric ( 2M = S2 and
m = 0), or a suitable quotient thereof so that {r = 0} corresponds to a center
of (possibly local) rotational symmetry.
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Figure 6.1.7: The causal diagram for Kottler metrics with Λ > 0 and exactly
two first-order zeros of Φ̊.

This brings the metric to the form

4g = −e
−2cF (r)Φ̊

c2
dû dv̂ + r2e2λg̊ − e2cu

c2

(
R− R̊

2
+
r∆gR

12m︸ ︷︷ ︸
O(exp(−2u/m))

)
dû2 . (6.1.21)

It is elementary to show that 4gûv̂ extends smoothly across {r = r0}. Next we
have

4gûû = O
(
e2(c−

1
m
)u
)

= O
(
û2(

1
mc

−1)
)

(6.1.22)

which will extend continuously across a horizon {û = 0} provided that

1

mc
> 1 ⇐⇒ mF ′(r0) < 2 . (6.1.23)

In fact when (6.1.23) holds, then for any ǫ > 0 the extension to any other RT

solution will be of C⌊2( 1
mc

−1)⌋−ǫ differentiability class.
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When Λ > 0, the parameter c = c(m,Λ) can be made as small as desired
by making m approach from below the critical value

mc =
1

3
√

Λ
,

for which c vanishes. For m > mc the function Φ̊ has no (real) zeros, and for
0 < m < mc all zeros are simple.

It follows from Figure 6.1.8 that the extension through the black hole event
horizon is at least of C6-differentiability class, and becomes as differentiable as
desired when the critical mass is approached.

Figure 6.1.8: The value of the real positive zero of Φ̊ (left plot), the product m×
c(m,Λ) (middle plot), and the function 2/(m× c(m,Λ))− 2 (which determines
the differentiability class of the extension through the black hole event horizon;
right plot) as functions of m, with R̊ = 2 and Λ = 3.

The calculation above breaks down for degenerate horizons, where m = mc,
for which c = 0. In this case an extension across a degenerate horizon can be
obtained by replacing u by a coordinate v defined as

v = u+ 2F (r) , with again
dF

dr
=

1

Φ̊
. (6.1.24)

An explicit formula for F can be found, which is not very enlightening. Since Φ̊
has a quadratic zero, we find that for r approaching r0 we have, after choosing
an integration constant appropriately,

u ≈ v +
1

3(r − r0)
=⇒ Φ̊ ∼ u−2 and e−

2u
m ∼ e−

2
3m(r−r0) , (6.1.25)

where f ∼ g is used to indicate that |f/g| is bounded by a positive constant
both from above and below over compact intervals of v.

Using du = dv − 2dr/Φ̊ we find

4g = −Φdv2 + 2
2Φ− Φ̊

Φ̊︸ ︷︷ ︸
1+O(exp(−2u/m))

dv dr−4
Φ− Φ̊

Φ̊2︸ ︷︷ ︸
O(u4 exp(−2u/m))

dr2 + r2e2λg̊ . (6.1.26)

It easily follows that 4gvr can be smoothly extended by a constant function
across r = r0, and that 4grr can be again smoothly extended by the con-
stant function 0. We conclude that any RT metric with a degenerate horizon
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can be smoothly continued across the horizon to a Schwarzschild-de Sitter or
Schwarzschild-anti de Sitter metric with the same mass parameter m, as first
observed in [30].

Incidentally: Some results on higher-dimensional generalisations of RT metrics
can be found in [235].
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Appendix A

Introduction to
pseudo-Riemannian geometry

A.1 Manifolds

It is convenient to start with the definition of a manifold:

Definition A.1.1 An n–dimensional manifold is a set M equipped with the
following:

1. topology: a “connected Hausdorff paracompact topological space” (think
of nicely looking subsets of R1+n, like spheres, hyperboloids, and such),
together with

2. local charts: a collection of coordinate patches (U , xi) covering M , where
U is an open subset of M , with the functions xi : U → R

n being contin-
uous. One further requires that the maps

M ⊃ U ∋ p 7→ (x1(p), . . . , xn(p)) ∈ V ⊂ R
n

are homeomorphisms.

3. compatibility: given two overlapping coordinate patches, (U , xi) and (Ũ , x̃i),
with corresponding sets V , Ṽ ⊂ R

n, the maps x̃j 7→ xi(x̃j) are smooth
diffeomorphisms wherever defined: this means that they are bijections dif-
ferentiable as many times as one wishes, with

det

[
∂xi

∂x̃j

]
nowhere vanishing .

Definition of differentiability: A function on M is smooth if it is smooth when
expressed in terms of local coordinates. Similarly for tensors.

Examples:

1. R
n with the usual topology, one single global coordinate patch.

227
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2. A sphere: use stereographic projection to obtain two overlapping coor-
dinate systems (or use spherical angles, but then one must avoid borderline
angles, so they don’t cover the whole manifold!).

3. We will use several coordinate patches (in fact, five), to describe the
Schwarzschild black hole, though one spherical coordinate system would suffice.

4. Let f : Rn → R, and define N := f−1(0). If ∇f has no zeros on
N , then every connected component of N is a smooth (n − 1)–dimensional
manifold. This construction leads to a plethora of examples. For example, if
f =

√
(x1)2 + . . .+ (xn)2 −R, with R > 0, then N is a sphere of radius R.

In this context a useful example is provided by the function f = t2 − x2 on
R
2: its zero-level-set is the light-cone t = ±x, which is a manifold except at the

origin; note that ∇f = 0 there, which shows that the criterion is sharp.

A.2 Scalar functions

Let M be an n-dimensional manifold. Since manifolds are defined using co-
ordinate charts, we need to understand how things behave under coordinate
changes. For instance, under a change of coordinates xi → yj(xi), to a function
f(x) we can associate a new function f̄(y), using the rule

f̄(y) = f(x(y)) ⇐⇒ f(x) = f̄(y(x)) .

In general relativity it is a common abuse of notation to write the same symbol f
for what we wrote f̄ , when we think that this is the same function but expressed
in a different coordinate system. We then say that a real- or complex-valued f
is a scalar function when, under a change of coordinates x→ y(x), the function
f transforms as f → f(x(y)).

In this section, to make things clearer, we will write f̄ for f(x(y)) even when
f is a scalar, but this will almost never be done in the remainder of these notes.
For example we will systematically use the same symbol gµν for the metric
components, whatever the coordinate system used.

A.3 Vector fields

Physicists often think of vector fields in terms of coordinate systems: a vector
field X is an object which in a coordinate system {xi} is represented by a
collection of functions Xi. In a new coordinate system {yj} the field X is
represented by a new set of functions:

Xi(x)→ Xj(y) := Xj(x(y))
∂yi

∂xj
(x(y)) . (A.3.1)

(The summation convention is used throughout, so that the index j has to be
summed over.)

The notion of a vector field finds its roots in the notion of the tangent to a
curve, say s→ γ(s). If we use local coordinates to write γ(s) as (γ1(s), γ2(s), . . . , γn(s)),
the tangent to that curve at the point γ(s) is defined as the set of numbers

(γ̇1(s), γ̇2(s), . . . , γ̇n(s)) .
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Consider, then, a curve γ(s) given in a coordinate system xi and let us perform
a change of coordinates xi → yj(xi). In the new coordinates yj the curve γ is
represented by the functions yj(γi(s)), with new tangent

dyj

ds
(y(γ(s))) =

∂yj

∂xi
(γ(s))γ̇i(s) .

This motivates (A.3.1).

In modern differential geometry a different approach is taken: one identifies
vector fields with homogeneous first order differential operators acting on real
valued functions f : M → R. In local coordinates {xi} a vector field X will be
written as Xi∂i, where the Xi’s are the “physicists’s functions” just mentioned.
This means that the action of X on functions is given by the formula

X(f) := Xi∂if (A.3.2)

(recall that ∂i is the partial derivative with respect to the coordinate xi). Con-
versely, given some abstract first order homogeneous derivative operator X, the
(perhaps locally defined) functions Xi in (A.3.2) can be found by acting on the
coordinate functions:

X(xi) = Xi . (A.3.3)

One justification for the differential operator approach is the fact that the
tangent γ̇ to a curve γ can be calculated — in a way independent of the coor-
dinate system {xi} chosen to represent γ — using the equation

γ̇(f) :=
d(f ◦ γ)

dt
.

Indeed, if γ is represented as γ(t) = {xi = γi(t)} within a coordinate patch,
then we have

d(f ◦ γ)(t)

dt
=
d(f(γ(t)))

dt
=
dγi(t)

dt
(∂if)(γ(t)) ,

recovering the previous coordinate formula γ̇ = (dγi/dt).

An even better justification is that the transformation rule (A.3.1) becomes
implicit in the formalism. Indeed, consider a (scalar) function f , so that the
differential operator X acts on f by differentiation:

X(f)(x) :=
∑

i

Xi∂f(x)

∂xi
. (A.3.4)

If we make a coordinate change so that

xj = xj(yk) ⇐⇒ yk = yk(xj) ,

keeping in mind that

f̄(y) = f(x(y)) ⇐⇒ f(x) = f̄(y(x)) ,
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then

X(f)(x) :=
∑

i

Xi(x)
∂f(x)

∂xi

=
∑

i

Xi(x)
∂f̄(y(x))

∂xi

=
∑

i,k

Xi(x)
∂f̄(y(x))

∂yk
∂yk

∂xi
(x)

=
∑

k

X̄k(y(x))
∂f̄ (y(x))

∂yk

=

(∑

k

X̄k ∂f̄

∂yk

)
(y(x)) ,

with X̄k given by the right-hand side of (A.3.1). So

X(f) is a scalar iff the coefficients Xi satisfy the transformation law of a vector.

Exercice A.3.1 Check that this is a necessary and sufficient condition.

One often uses the middle formula in the above calculation in the form

∂

∂xi
=
∂yk

∂xi
∂

∂yk
. (A.3.5)

Note that the tangent to the curve s→ (s, x2, x3, . . . xn), where (x2, x3, . . . xn)
are constants, is identified with the differential operator

∂1 ≡
∂

∂x1
.

Similarly the tangent to the curve s → (x1, s, x3, . . . xn), where (x1, x3, . . . xn)
are constants, is identified with

∂2 ≡
∂

∂x2
,

etc. Thus, γ̇ is identified with

γ̇(s) = γ̇i∂i .

At any given point p ∈ M the set of vectors forms a vector space, denoted
by TpM . The collection of all the tangent spaces is called the tangent bundle
to M , denoted by TM .
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A.3.1 Lie bracket

Vector fields can be added and multiplied by functions in the obvious way.
Another useful operation is the Lie bracket, or commutator, defined as

[X,Y ](f) := X(Y (f))− Y (X(f)) . (A.3.6)

One needs to check that this does indeed define a new vector field: the simplest
way is to use local coordinates,

[X,Y ](f) = Xj∂j(Y
i∂if)− Y j∂j(X

i∂if)

= Xj(∂j(Y
i)∂if + Y i∂j∂if)− Y j(∂j(X

i)∂if +Xi∂j∂if)

= (Xj∂jY
i − Y j∂jX

i)∂if +XjY i∂j∂if − Y jXi∂j∂if︸ ︷︷ ︸
=XjY i (∂j∂if − ∂i∂jf)︸ ︷︷ ︸

0

= (Xj∂jY
i − Y j∂jX

i)∂if , (A.3.7)

which is indeed a homogeneous first order differential operator. Here we have
used the symmetry of the matrix of second derivatives of twice differentiable
functions. We note that the last line of (A.3.7) also gives an explicit coordinate
expression for the commutator of two differentiable vector fields.

The Lie bracket satisfies the Jacobi identity :

[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 .

Indeed, if we write SX,Y,Z for a cyclic sum, then

([X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]])(f) = SX,Y,Z [X, [Y,Z]](f)

= SX,Y,Z {X([Y,Z](f)) − [Y,Z](X(f))}
= SX,Y,Z {X(Y (Z(f)))−X(Z(Y (f)))− Y (Z(X(f))) + Z(Y (X(f)))} .

The third term is a cyclic permutation of the first, and the fourth a cyclic
permutation of the second, so the sum gives zero.

A.4 Covectors

Covectors are maps from the space of vectors to functions which are linear under
addition and multiplication by functions.

The basic object is the coordinate differential dxi, defined by its action on
vectors as follows:

dxi(Xj∂j) := Xi . (A.4.1)

Equivalently,

dxi(∂j) := δij :=

{
1, i = j;
0, otherwise.

The dxi’s form a basis for the space of covectors: indeed, let ϕ be a linear map
on the space of vectors, then

ϕ( X︸︷︷︸
Xi∂i

) = ϕ(Xi∂i) =︸︷︷︸
linearity

Xi ϕ(∂i)︸ ︷︷ ︸
call this ϕi

= ϕidx
i(X) =︸︷︷︸

def. of sum of functions

(ϕidx
i)(X) ,
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hence

ϕ = ϕidx
i ,

and every ϕ can indeed be written as a linear combination of the dxi’s. Under
a change of coordinates we have

ϕ̄iX̄
i = ϕ̄i

∂yi

∂xk
Xk = ϕkX

k ,

leading to the following transformation law for components of covectors:

ϕk = ϕ̄i
∂yi

∂xk
. (A.4.2)

Given a scalar f , we define its differential df as

df =
∂f

∂x1
dx1 + . . .+

∂f

∂xn
dxn .

With this definition, dxi is the differential of the coordinate function xi.

As presented above, the differential of a function is a covector by definition.
As an exercice, you should check directly that the collection of functions ϕi :=
∂if satisfies the transformation rule (A.4.2).

We have a formula which is often used in calculations

dyj =
∂yj

∂xk
dxk .

Incidentally: An elegant approach to the definition of differentials proceeds as
follows: Given any function f , we define:

df(X) := X(f) . (A.4.3)

(Recall that here we are viewing a vector field X as a differential operator on
functions, defined by (A.3.4).) The map X 7→ df(X) is linear under addition of
vectors, and multiplication of vectors by numbers: if λ, µ are real numbers, and X
and Y are vector fields, then

df(λX + µY ) =︸︷︷︸
by definition (A.4.3)

(λX + µY )(f)

=︸︷︷︸
by definition (A.3.4)

λX i∂if + µY i∂if

=︸︷︷︸
by definition (A.4.3)

λdf(X) + µdf(Y ) .

Applying (A.4.3) to the function f = xi we obtain

dxi(∂j) =
∂xi

∂xj
= δij ,

recovering (A.4.1). 2
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Example A.4.2 Let (ρ, ϕ) be polar coordinates on R
2, thus x = ρ cosϕ, y =

ρ sinϕ, and then

dx = d(ρ cosϕ) = cosϕdρ− ρ sinϕdϕ ,

dy = d(ρ sinϕ) = sinϕdρ+ ρ cosϕdϕ .

At any given point p ∈M , the set of covectors forms a vector space, denoted
by T ∗

pM . The collection of all the tangent spaces is called the cotangent bundle
to M , denoted by T ∗M .

Summarising, covectors are dual to vectors. It is convenient to define

dxi(X) := Xi ,

where Xi is as in (A.3.2). With this definition the (locally defined) bases
{∂i}i=1,...,dimM of TM and {dxj}i=1,...,dimM of T ∗M are dual to each other:

〈dxi, ∂j〉 := dxi(∂j) = δij ,

where δij is the Kronecker delta, equal to one when i = j and zero otherwise.

A.5 Bilinear maps, two-covariant tensors

A map is said to be multi-linear if it is linear in every entry; e.g. g is bilinear if

g(aX + bY, Z) = ag(X,Z) + bg(Y,Z) ,

and
g(X, aZ + bW ) = ag(X,Z) + bg(X,W ) .

Here, as elsewhere when talking about tensors, bilinearity is meant with respect
to addition and to multiplication by functions.

A map g which is bilinear on the space of vectors can be represented by a
matrix with two indices down:

g(X,Y ) = g(Xi∂i, Y
j∂j) = XiY j g(∂i, ∂j)︸ ︷︷ ︸

=:gij

= gijX
iY j = gijdx

i(X)dxj(Y ) .

We say that g is a covariant tensor of valence two.

We say that g is symmetric if g(X,Y ) = g(Y,X) for all X, Y ; equivalently,
gij = gji.

A symmetric bilinear tensor field is said to be non-degenerate if det gij has
no zeros.

By Sylvester’s inertia theorem, there exists a basis θi of the space of covec-
tors so that a symmetric bilinear map g can be written as

g(X,Y ) = −θ1(X)θ1(Y )−. . .−θs(X)θs(Y )+θs+1(X)θs+1(Y )+. . .+θs+r(X)θs+r(Y )

(s, r) is called the signature of g; in geometry, unless specifically said otherwise,
one always assumes that the signature does not change from point to point.
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If r = n, in dimension n, then g is said to be a Riemannian metric tensor.

A canonical example is provided by the flat Riemannian metric on R
n,

g = (dx1)2 + . . .+ (dxn)2 .

By definition, a Riemannian metric is a field of symmetric two-covariant
tensors with signature (+, . . . ,+) and with det gij without zeros.

Incidentally: A Riemannian metric can be used to define the length of curves:
if γ : [a, b] ∋ s→ γ(s), then

ℓg(γ) =

∫ b

a

√
g(γ̇, γ̇)ds .

One can then define the distance between points by minimizing the length of the
curves connecting them. 2

If s = 1 and r = N − 1, in dimension N , then g is said to be a Lorentzian
metric tensor.

For example, the Minkowski metric on R
1+n is

η = (dx0)2 − (dx1)2 − . . .− (dxn)2 .

A.6 Tensor products

If ϕ and θ are covectors we can define a bilinear map using the formula

(ϕ⊗ θ)(X,Y ) = ϕ(X)θ(Y ) . (A.6.1)

For example

(dx1 ⊗ dx2)(X,Y ) = X1Y 2 .

Using this notation we have

g(X,Y ) = g(Xi∂i, Y
j∂j) = g(∂j , ∂j)︸ ︷︷ ︸

=:gij

Xi
︸︷︷︸
dxi(X)

Y j
︸︷︷︸
dxj(Y )︸ ︷︷ ︸

(dxi⊗dxj(X,Y )

= (gijdx
i ⊗ dxj)(X,Y )

We will write dxidxj for the symmetric product,

dxidxj :=
1

2
(dxi ⊗ dxj + dxj ⊗ dxi) ,

and dxi ∧ dxj for twice the anti-symmetric one (compare Section A.15):

dxi ∧ dxj := dxi ⊗ dxj − dxj ⊗ dxi .

It should be clear how this generalises: the tensors dxi⊗ dxj ⊗ dxk, defined
as

(dxi ⊗ dxj ⊗ dxk)(X,Y,Z) = XiY jZk ,
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form a basis of three-linear maps on the space of vectors, which are objects of
the form

X = Xijkdx
i ⊗ dxj ⊗ dxk .

Here X is a called tensor of valence (0, 3). Each index transforms as for a
covector:

X = Xijkdx
i ⊗ dxj ⊗ dxk = Xijk

∂xi

∂ym
∂xj

∂yℓ
∂xk

∂yn
dym ⊗ dyℓ ⊗ dyn .

It is sometimes useful to think of vectors as linear maps on co-vectors, using
a formula which looks funny when first met: if θ is a covector, and X is a vector,
then

X(θ) := θ(X) .

So if θ = θidx
i and X = Xi∂i then

θ(X) = θiX
i = Xiθi = X(θ) .

It then makes sense to define e.g. ∂i ⊗ ∂j as a bilinear map on covectors:

(∂i ⊗ ∂j)(θ, ψ) := θiψj .

And one can define a map ∂i ⊗ dxj which is linear on forms in the first slot,
and linear in vectors in the second slot as

(∂i ⊗ dxj)(θ,X) := ∂i(θ)dx
j(X) = θiX

j . (A.6.2)

The ∂i ⊗ dxj ’s form the basis of the space of tensors of rank (1, 1):

T = T ij∂i ⊗ dxj .

Generally, a tensor of valence, or rank, (r, s) can be defined as an object
which has r vector indices and s covector indices, so that it transforms as

Si1...ir j1...js → Sm1...mr
ℓ1...ℓs

∂yi1

∂xm1
. . .

∂yir

∂xmr
∂xℓ1

∂yj1
. . .

∂xℓs

∂yjs

For example, if X = Xi∂i and Y = Y j∂j are vectors, then X⊗Y = XiY j∂i⊗∂j
forms a contravariant tensor of valence two.

Tensors of same valence can be added in the obvious way: e.g.

(A+B)(X,Y ) := A(X,Y ) +B(X,Y ) ⇐⇒ (A+B)ij = Aij +Bij .

Tensors can be multiplied by scalars: e.g.

(fA)(X,Y,Z) := fA(X,Y,Z) ⇐⇒ f(Aijk) := (fAijk) .

Finally, we have seen in (A.6.1) how to take tensor products for one-forms, and
in (A.6.2) how to take a tensor product of a vector and a one-form, but this
can also be done for higher order tensor; e.g., if S is of valence (a, b) and T is
a multilinear map of valence (c, d), then S ⊗ T is a multilinear map of valence
(a+ c, b+ d), defined as

(S ⊗ T )( θ, . . .︸ ︷︷ ︸
a covectors and b vectors

, ψ, . . .︸ ︷︷ ︸
c covectors and d vectors

) := S(θ, . . .)T (ψ, . . .) .
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A.6.1 Contractions

Given a tensor field Sij with one index down and one index up one can perform
the sum

Sii .

This defines a scalar, i.e., a function on the manifold. Indeed, using the trans-
formation rule

Sij → S̄ℓk = Sij
∂xj

∂yk
∂yℓ

∂xi
,

one finds

S̄ℓℓ = Sij
∂xj

∂yℓ
∂yℓ

∂xi︸ ︷︷ ︸
δji

= Sii ,

as desired.
One can similarly do contractions on higher valence tensors, e.g.

Si1i2...ir j1j2j3...js → Sℓi2...ir j1ℓj3...js .

After contraction, a tensor of rank (r + 1, s + 1) becomes of rank (r, s).

A.7 Raising and lowering of indices

Let g be a symmetric two-covariant tensor field on M , by definition such an
object is the assignment to each point p ∈ M of a bilinear map g(p) from
TpM × TpM to R, with the additional property

g(X,Y ) = g(Y,X) .

In this work the symbol g will be reserved to non-degenerate symmetric two-
covariant tensor fields. It is usual to simply write g for g(p), the point p being
implicitly understood. We will sometimes write gp for g(p) when referencing p
will be useful.

The usual Sylvester’s inertia theorem tells us that at each p the map g will
have a well defined signature; clearly this signature will be point-independent
on a connected manifold when g is non-degenerate. A pair (M,g) is said to be a
Riemannian manifold when the signature of g is (dimM, 0); equivalently, when
g is a positive definite bilinear form on every product TpM×TpM . A pair (M,g)
is said to be a Lorentzian manifold when the signature of g is (dimM − 1, 1).
One talks about pseudo-Riemannian manifolds whatever the signature of g,
as long as g is non-degenerate, but we will only encounter Riemannian and
Lorentzian metrics in this work.

Since g is non-degenerate it induces an isomorphism

♭ : TpM → T ∗
pM

by the formula

X♭(Y ) = g(X,Y ) .
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In local coordinates this gives

X♭ = gijX
idxj =: Xjdx

j . (A.7.1)

This last equality defines Xj — “the vector Xj with the index j lowered”:

Xi := gijX
j . (A.7.2)

The operation (A.7.2) is called the lowering of indices in the physics literature
and, again in the physics literature, one does not make a distinction between
the one-form X♭ and the vector X.

The inverse map will be denoted by ♯ and is called the raising of indices;
from (A.7.1) we obviously have

α♯ = gijαi∂j =: αi∂i ⇐⇒ dxi(α♯) = αi = gijαj ,

where gij is the matrix inverse to gij . For example,

(dxi)♯ = gik∂k .

Clearly gij , understood as the matrix of a bilinear form on T ∗
pM , has the same

signature as g, and can be used to define a scalar product g♯ on T ∗
p (M):

g♯(α, β) := g(α♯, β♯) ⇐⇒ g♯(dxi, dxj) = gij .

This last equality is justified as follows:

g♯(dxi, dxj) = g((dxi)♯, (dxj)♯) = g(gik∂k, g
jℓ∂ℓ) = gikgkℓ︸ ︷︷ ︸

=δi
ℓ

gjℓ = gji = gij .

It is convenient to use the same letter g for g♯ — physicists do it all the time
— or for scalar products induced by g on all the remaining tensor bundles, and
we will sometimes do so.

Incidentally: One might wish to check by direct calculations that gµνX
ν trans-

forms as a one-form if Xµ transforms as a vector. The simplest way is to notice
that gµνX

ν is a contraction, over the last two indices, of the three-index tensor
gµνX

α. Hence it is a one-form by the analysis at the end of the previous section.
Alternatively, if we write ḡµν for the transformed gµν ’s, and X̄α for the transformed
Xα’s, then

ḡαβ︸︷︷︸
gµν

∂xµ

∂yα
∂xν

∂yβ

X̄β = gµν
∂xµ

∂yα
∂xν

∂yβ
X̄β

︸ ︷︷ ︸
Xν

= gµνX
ν ∂x

µ

∂yα
,

which is indeed the transformation law of a covector. 2

The gradient ∇f of a function f is a vector field obtained by raising the
indices on the differential df :

g(∇f, Y ) := df(Y ) ⇐⇒ ∇f := gij∂if∂j . (A.7.3)
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A.8 The Lie derivative

A.8.1 A pedestrian approach

We start with a pedestrian approach to the definition of Lie derivative; the
elegant geometric definition will be given in the next section.

Given a vector field X, the Lie derivative LX is an operation on tensor
fields, defined as follows:

For a function f , one sets

LXf := X(f) . (A.8.1)

For a vector field Y , the Lie derivative coincides with the Lie bracket:

LXY := [X,Y ] . (A.8.2)

For a one-form α, LXα is defined by imposing the Leibniz rule written the
wrong-way round:

(LXα)(Y ) := LX(α(Y ))− α(LXY ) . (A.8.3)

(Indeed, the Leibniz rule applied to the contraction αiX
i would read

LX(αiY
i) = (LXα)iY

i + αi(LXY )i ,

which can be rewritten as (A.8.3).)
Let us check that (A.8.3) defines a one-form. Clearly, the right-hand side

transforms in the desired way when Y is replaced by Y1+Y2. Now, if we replace
Y by fY , where f is a function, then

(LXα)(fY ) = LX(α(fY ))− α( LX(fY )︸ ︷︷ ︸
X(f)Y +fLXY

)

= X(fα(Y ))− α(X(f)Y + fLXY ))

= X(f)α(Y ) + fX(α(Y ))− α(X(f)Y )− α(fLXY ))

= fX(α(Y ))− fα(LXY ))

= f((LXα)(Y )) .

So LXα is a C∞-linear map on vector fields, hence a covector field.
In coordinate-components notation we have

(LXα)a = Xb∂bαa + αb∂aX
b . (A.8.4)

Indeed,

(LXα)iY
i := LX(αiY

i)− αi(LXY )i

= Xk∂k(αiY
i)− αi(Xk∂kY

i − Y k∂kX
i)

= Xk(∂kαi)Y
i + αiY

k∂kX
i

=
(
Xk∂kαi + αk∂iX

k
)
Y i ,
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as desired
For tensor products, the Lie derivative is defined by imposing linearity under

addition together with the Leibniz rule:

LX(α⊗ β) = (LXα)⊗ β + α⊗LXβ .

Since a general tensor A is a sum of tensor products,

A = Aa1...apb1...bq∂a1 ⊗ . . . ∂ap ⊗ dxb1 ⊗ . . .⊗ dxap ,

requiring linearity with respect to addition of tensors gives thus a definition of
Lie derivative for any tensor.

For example, we claim that

LXT
a
b = Xc∂cT

a
b − T cb∂cXa + T ac∂bX

c , (A.8.5)

To see this, call a tensor T ab simple if it is of the form Y ⊗ α, where Y is a
vector and α is a covector. Using indices, this corresponds to Y aαb and so, by
the Leibniz rule,

LX(Y ⊗ α)ab = LX(Y aαb)

= (LXY )aαb + Y a(LXα)b

= (Xc∂cY
a − Y c∂cX

a)αb + Y a(Xc∂cαb + αc∂bX
c)

= Xc∂c(Y
aαb)− Y cαb∂cX

a + Y aαc∂bX
c ,

which coincides with (A.8.5) if T ab = Y bαb. But a general T ab can be written
as a linear combination with constant coefficients of simple tensors,

T =
∑

a,b

T ab∂a ⊗ dxb︸ ︷︷ ︸
no summation, so simple

,

and the result follows.
Similarly, one has, e.g.,

LXR
ab = Xc∂cR

ab −Rac∂cXb −Rbc∂cXa , (A.8.6)

LXSab = Xc∂cSab + Sac∂bX
c + Sbc∂aX

c . (A.8.7)

etc. Those are all special cases of the general formula for the Lie derivative
LXA

a1...ap
b1...bq :

LXA
a1...ap

b1...bq = Xc∂cA
a1...ap

b1...bq −Aca2...apb1...bq∂cXa1 − . . .
+Aa1...apcb1...bq∂b1X

c + . . . .

A useful property of Lie derivatives is

L[X,Y ] = [LX ,LY ] , (A.8.8)

where, for a tensor T , the commutator [LX ,LY ]T is defined in the usual way:

[LX ,LY ]T := LX(LY T )−LY (LXT ) . (A.8.9)
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To see this, we first note that if T = f is a function, then the right-hand side of
(A.8.9) is the definition of [X,Y ](f), which in turn coincides with the definition
of L[X,Y ](f).

Next, for a vector field T = Z, (A.8.8) reads

L[X,Y ]Z = LX(LY Z)−LY (LXZ) , (A.8.10)

which is the same as

[[X,Y ], Z] = [X, [Y,Z]]− [Y, [X,Z]] , (A.8.11)

which is the same as

[Z, [Y,X]] + [X, [Z, Y ]] + [Y, [X,Z]] = 0 , (A.8.12)

which is the Jacobi identity. Hence (A.8.8) holds for vector fields.
We continue with a one-form α, exploiting the fact that we have already

established the result for functions and vectors: For any vector field Z we have,
by definition

([LX ,LY ]α)(Z) = [LX ,LY ](α(Z)) − α([LX ,LY ](Z))

= L[X,Y ](α(Z)) − α(L[X,Y ](Z))

= (L[X,Y ]α)(Z) .

Incidentally: A direct calculation for one-forms, using the definitions, proceed
as follows: Let Z be any vector field,

(LXLY α)(Z) = X
(

(LY α)(Z)︸ ︷︷ ︸
Y (α(Z))−α(LY Z)

)

)
− (LY α) (LXZ)︸ ︷︷ ︸
Y (α(LXZ))−α(LY LXZ)

= X
(
Y (α(Z))

)
−X

(
α(LY Z)

))
− Y (α(LXZ)) + α(LY LXZ) .

Antisymmetrizing over X and Y , the second and third term above cancel out, so
that
(
(LXLY α−LY LX)α

)
(Z) = X

(
Y (α(Z))

)
+ α(LY LXZ)− (X ←→ Y )

= [X,Y ]
(
α(Z)

)
− α(LXLY Z −LY LXZ)

= L[X,Y ]

(
α(Z)

)
− α(L[X,Y ]Z)

=
(
L[X,Y ]α

)
(Z) .

Since Z is arbitrary, (A.8.8) for covectors follows. 2

To conclude that (A.8.8) holds for arbitrary tensor fields, we note that by
construction we have

L[X,Y ](A⊗B) = L[X,Y ]A⊗B +A⊗L[X,Y ]B . (A.8.13)

Similarly

LXLY (A⊗B) = LX(LYA⊗B +A⊗LY B)

= LXLYA⊗B + LXA⊗LYB + LYA⊗LXB

+A⊗LXLYB . (A.8.14)
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Exchanging X with Y and subtracting, the middle terms drop out:

[LX ,LY ](A⊗B) = [LX ,LY ]A⊗B +A⊗ [LX ,LY ]B . (A.8.15)

Basing on what has been said, the reader should have no difficulties finishing
the proof of (A.8.8).

Example A.8.2 As an example of application of the formalism, suppose that there
exists a coordinate system in which (Xa) = (1, 0, 0, 0) and ∂0gbc = 0. Then

LXgab = ∂0gab = 0 .

But the Lie derivative of a tensor field is a tensor field, and we conclude that
LXgab = 0 holds in every coordinate system.

Vector fields for which LXgab = 0 are called Killing vectors: they arise from
symmetries of spacetime. We have the useful formula

LXgab = ∇aXb +∇bXa . (A.8.16)

An effortless proof of this proceeds as follows: in adapted coordinates in which the
derivatives of the metric vanish at a point p, one immediately checks that equality
holds at p. But both sides are tensor fields, therefore the result holds at p for all
coordinate systems, and hence also everywhere.

The brute-force proof of (A.8.16) proceeds as follows:

LXgab = Xc∂cgab + ∂aX
cgcb + ∂bX

cgca

= Xc∂cgab + ∂a(Xcgcb)−Xc∂agcb + ∂b(X
cgca)−Xc∂bgca

= ∂aXb + ∂bXa +Xc (∂cgab − ∂agcb − ∂bgca)︸ ︷︷ ︸
−2gcdΓd

ab

= ∇aXb +∇bXa .

2

A.8.2 The geometric approach

We pass now to a geometric definition of Lie derivative. This requires, first, an
excursion through the land of push-forwards and pull-backs.

Transporting tensor fields

We start by noting that, given a point p0 in a manifold M , every vector X ∈
Tp0M is tangent to some curve. To see this, let {xi} be any local coordinates
near p0, with xi(p0) = xi0, then X can be written as Xi(p0)∂i. If we set
γi(s) = xi0 + sXi(p0), then γ̇i(0) = Xi(p0), which establishes the claim. This
observation shows that studies of vectors can be reduced to studies of curves.

Let, now, M and N be two manifolds, and let φ : M → N be a differentiable
map between them. Given a vector X ∈ TpM , the push-forward φ∗X of X is
a vector in Tφ(p)N defined as follows: let γ be any curve for which X = γ̇(0),
then

φ∗X :=
d(φ ◦ γ)

ds

∣∣∣∣
s=0

. (A.8.17)
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In local coordinates yA on N and xi on M , so that φ(x) = (φA(xi)), we find

(φ∗X)A =
dφA(γi(s))

ds

∣∣∣∣
s=0

=
∂φA(γi(s))

∂xi
γ̇i(s)|s=0

=
∂φA(xi)

∂xi
Xi . (A.8.18)

The formula makes it clear that the definition is independent of the choice of
the curve γ satisfying X = γ̇(0).

Equivalently, and more directly, if X is a vector at p and h is a function on
h, then φ∗X acts on h as

φ∗X(h) := X(h ◦ φ) . (A.8.19)

Applying (A.8.18) to a vector field X defined on M we obtain

(φ∗X)A(φ(x)) =
∂φA

∂xi
(x)Xi(x) . (A.8.20)

The equation shows that if a point y ∈ N has more than one pre-image, say
y = φ(x1) = φ(x2) with x1 6= x2, then (A.8.20) might will define more than one
tangent vector at y in general. This leads to an important caveat: we will be
certain that the push-forward of a vector field on M defines a vector field on N
only when φ is a diffeomorphism. More generally, φ∗X defines locally a vector
field on φ(M) if and only if φ is a local diffeomorphism. In such cases we can
invert φ (perhaps locally) and write (A.8.20) as

(φ∗X)j(x) =

(
∂φj

∂xi
Xi

)
(φ−1(x)) . (A.8.21)

When φ is understood as a coordinate change rather than a diffeomorphism
between two manifolds, this is simply the standard transformation law of a
vector field under coordinate transformations.

The push-forward operation can be extended to contravariant tensors by
defining it on tensor products in the obvious way, and extending by linearity:
for example, if X, Y and Z are vectors, then

φ∗(X ⊗ Y ⊗ Z) := φ∗X ⊗ φ∗Y ⊗ φ∗Z .

Consider, next, a k-multilinear map α from Tφ(p0)M to R. The pull-back
φ∗α of α is a multilinear map on Tp0M defined as

TpM ∋ (X1, . . . Xk) 7→ φ∗(α)(X1, . . . ,Xk) := α(φ∗X1, . . . , φ∗Xk) .

As an example, let α = αAdy
A be a one-form. If X = Xi∂i then

(φ∗α)(X) = α(φ∗X) (A.8.22)

= α(
∂φA

∂xi
Xi∂A) = αA

∂φA

∂xi
Xi = αA

∂φA

∂xi
dxi(X) .
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Equivalently,

(φ∗α)i = αA
∂φA

∂xi
. (A.8.23)

If α is a one-form field on N , this reads

(φ∗α)i(x) = αA(φ(x))
∂φA(x)

∂xi
. (A.8.24)

It follows that φ∗α is a field of one-forms on M , irrespective of injectivity or
surjectivity properties of φ. Similarly, pull-backs of covariant tensor fields of
higher rank are smooth tensor fields.

For a function f equation (A.8.24) reads

(φ∗df)i(x) =
∂f

∂yA
(φ(x))

∂φA(x)

∂xi
=
∂(f ◦ φ)

∂xi
(x) , (A.8.25)

which can be succinctly written as

φ∗df = d(f ◦ φ) . (A.8.26)

Using the notation
φ∗f := f ◦ φ , (A.8.27)

we can write (A.8.26) as

φ∗d = dφ∗ for functions. (A.8.28)

Summarising:

1. Pull-backs of covariant tensor fields define covariant tensor fields. In par-
ticular the metric can always be pulled back.

2. Push-forwards of contravariant tensor fields can be used to define con-
travariant tensor fields when φ is a diffeomorphism.

In this context it is thus clearly of interest to consider diffeomorphisms φ,
as then tensor products can now be transported in the following way; we will
denote by φ̂ the associated map: We define φ̂f := f ◦ φ for functions, φ̂ := φ∗
for covariant fields, φ̂ := (φ−1)∗ for contravariant tensor fields. We use the rule

φ̂(A⊗B) = φ̂A⊗ φ̂B

for tensor products.
So, for example, if X is a vector field and α is a field of one-forms, one has

φ̂(X ⊗ α) := (φ−1)∗X ⊗ φ∗α . (A.8.29)

The definition is extended by linearity under addition and multiplication by
functions to any tensor fields. Thus, if f is a function and T and S are tensor
fields, then

φ̂(f T + S) = φ̂f φ̂T + φ̂S ≡ f ◦ φ φ̂T + φ̂S .
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Since everything was fairly natural so far, one would expect that contrac-
tions transform in a natural way under transport. To make this clear, we start
by rewriting (A.8.22) with the base-points made explicit:

((φ̂α)(X))(x) = (α(φ∗X))(φ(x)) . (A.8.30)

Replacing X by (φ∗)−1Y this becomes

((φ̂α)(φ̂Y ))(x) = (α(Y ))(φ(x)) . (A.8.31)

Equivalently
(φ̂α)(φ̂Y ) = φ̂(α(Y )) . (A.8.32)

Flows of vector fields

Let X be a vector field on M . For every p0 ∈ M consider the solution to the
problem

dxi

dt
= Xi(x(t)) , xi(0) = xi0 . (A.8.33)

(Recall that there always exists a maximal interval I containing the origin on
which (A.8.33) has a solution. Both the interval and the solution are unique.
This will always be the solution I ∋ t 7→ x(t) that we will have in mind.) The
map

(t, x0) 7→ φt[X](x0) := x(t)

where xi(t) is the solution of (A.8.33), is called the local flow of X. We say that
X generates φt[X]. We will write φt for φt[X] when X is unambiguous in the
context.

The interval of existence of solutions of (A.8.33) depends upon x0 in general.

Example A.8.3 As an example, let M = R and X = x2∂x. We then have to solve

dx

dt
= x2 , x(0) = x0 =⇒ x(t) =

{
0, x0 = 0;
x0

1−x0t
, x0 6= 0 , 1− x0t > 0.

Hence
φt(x) =

x

1− xt ,

with t ∈ R when x = 0, with t ∈ (−∞, 1/x) when x > 0 and with t ∈ (1/x,∞)
when x < 0. 2

We say that X is complete if φt[X](p) is defined for all (t, p) ∈ R×M .
The following standard facts are left as exercices to the reader:

1. φ0 is the identity map.

2. φt ◦ φs = φt+s.

In particular, φ−1
t = φ−t , and thus:

3. The maps x 7→ φt(x) are local diffeomorphisms; global if for all x ∈ M
the maps φt are defined for all t ∈ R.
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4. φ−t[X] is generated by −X:

φ−t[X] = φt[−X] .

A family of diffeomorphisms satisfying property 2. above is called a one
parameter group of diffeomorphisms. Thus, complete vector fields generate one-
parameter families of diffeomorphisms via (A.8.33).

Reciprocally, suppose that a local or global one-parameter group φt is given,
then the formula

X =
dφt
dt

∣∣∣∣
t=0

defines a vector field, said to be generated by φt.

The Lie derivative revisited

The idea of the Lie transport, and hence of the Lie derivative, is to be able
to compare objects along integral curves of a vector field X. This is pretty
obvious for scalars: we just compare the values of f(φt(x)) with f(x), leading
to a derivative

LXf := lim
t→0

f ◦ φt − f
t

≡ lim
t→0

φ∗t f − f
t

≡ lim
t→0

φ̂tf − f
t

≡ d(φ̂tf)

dt

∣∣∣∣
t=0

. (A.8.34)

We wish, next, to compare the value of a vector field Y at φt(x) with the
value at x. For this, we move from x to φt(x) following the integral curve of
X, and produce a new vector at x by applying (φ−1

t )∗ to Y |φt(x). This makes

it perhaps clearer why we introduced the transport map φ̂, since (φ̂Y )(x) is
precisely the value at x of (φ−1

t )∗Y . We can then calculate

LXY (x) := lim
t→0

((φ−1
t ) ∗ Y )(φt(x))− Y (x)

t
≡ lim

t→0

(φ̂tY )(x)− Y (x)

t
≡ d(φ̂tY (x))

dt

∣∣∣∣
t=0

.

(A.8.35)
In general, let X be a vector field and let φt be the associated local one-

parameter family of diffeomorphisms. Let φ̂t be the associated family of trans-
port maps for tensor fields. For any tensor field T one sets

LXT := lim
t→0

φ̂tT − T
t

≡ d(φ̂tT )

dt

∣∣∣∣
t=0

. (A.8.36)

We want to show that this operation coincides with that defined in Section A.8.1.

The equality of the two operations for functions should be clear, since
(A.8.34) easily implies:

LXf = X(f) .

Consider, next, a vector field Y . From (A.8.21), setting ψt := φ−t ≡ (φt)
−1

we have

φ̂tY
j(x) := ((φ−1

t )∗Y )j(x) = (
∂ψjt
∂xi

Y i)(φt(x)) . (A.8.37)
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Since φ−t is generated by −X, we have

ψi0(x) = xi ,
∂ψjt
∂xi

∣∣∣
t=0

= δji ,

ψ̇jt |t=0 :=
dψjt
dt

∣∣∣
t=0

= −Xj ,
∂ψ̇jt
∂xi

∣∣∣
t=0

= −∂iXj . (A.8.38)

Hence

d(φ̂tY
j)

dt
(x)|t=0 =

∂ψ̇j0
∂xi

(x)Y i(x) + ∂k(
∂ψj0
∂xi

Y i

︸ ︷︷ ︸
Y j

)(x)φ̇k(x)

= −∂iXj(x)Y i(x) + ∂jY
i(x)Xj(x)

= [X,Y ]j(x) ,

and we have obtained (A.8.2), p. 238.
For a covector field α, it seems simplest to calculate directly from (A.8.24):

(φ̂tα)i(x) = (φ∗tα)i(x) = αk(φt(x))
∂φkt (x)

∂xi
.

Hence

LXαi =
d(φ∗tα)i(x)

dt

∣∣∣∣
t=0

= ∂jαi(x)Xj(x) + αk(x)
∂Xk(x)

∂xi
(x) , (A.8.39)

as in (A.8.4).
The formulae just derived show that the Leibniz rule under duality holds

by inspection:
LX(α(Y )) = LXα(Y ) + α(LX (Y )) . (A.8.40)

Incidentally: Alternatively, one can start by showing that the Leibniz rule under
duality holds for (A.8.36), and then use the calculations in Section A.8.1 to derive
(A.8.39): Indeed, by definition we have

φ∗tα(Y ) = α((φt)∗Y ) ,

hence

α(Y )|φt(x) = α((φt)∗(φ−1
t )∗Y )|φt(x) = φ∗tα|x((φ−1

t )∗Y |φt(x)) = φ̂tα(φ̂tY )|x .
Equivalently,

φ̂t(α(Y )) = (φ̂tα)(φ̂tY ) ,

from which the Leibniz rule under duality immediately follows.
A similar calculation leads to the Leibniz rule under tensor products. 2

The reader should have no difficulties checking that the remaining require-
ments set forth in Section A.8.1 are satisfied.

The following formula of Cartan provides a convenient tool for calculating
the Lie derivative of a differential form α:

LXα = X⌋dα + d(X⌋α) . (A.8.41)

The commuting of d and LX is an immediate consequence of (A.8.41) and of
the identity d2 = 0:

LXdα = d(LXα) . (A.8.42)
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A.9 Covariant derivatives

When dealing with R
n, or subsets thereof, there exists an obvious prescription

for how to differentiate tensor fields: in this case we have at our disposal the
canonical “trivialization {∂i}i=1,...,n of TRn” (this means: a globally defined set
of vectors which, at every point, form a basis of the tangent space), together
with its dual trivialization {dxj}j=1,...,n of T ∗

R
n. We can expand a tensor field

T of valence (k, ℓ) in terms of those bases,

T = T i1...ik j1...jℓ∂i1 ⊗ . . . ⊗ ∂ik ⊗ dxj1 ⊗ . . .⊗ dxjℓ
⇐⇒ T i1...ik j1...jℓ = T (dxi1 , . . . , dxik , ∂j1 , . . . , ∂jℓ) , (A.9.1)

and differentiate each component T i1...ik j1...jℓ of T separately:

X(T )
in the coordinate system xi

:= Xi∂T
i1...ik

j1...jℓ

∂xi
∂xi1⊗. . .⊗∂xik⊗dxj1⊗. . .⊗dxjℓ .

(A.9.2)
The resulting object does, however, not behave as a tensor under coordinate
transformations, in the sense that the above form of the right-hand side will
not be preserved under coordinate transformations: as an example, consider the
one-form T = dx on R

n, which has vanishing derivative as defined by (A.9.2).
When expressed in spherical coordinates we have

T = d(ρ cosϕ) = −ρ sinϕdϕ+ cosϕdρ ,

the partial derivatives of which are non-zero (both with respect to the original
cartesian coordinates (x, y) and to the new spherical ones (ρ, ϕ)).

The Lie derivative LX of Section A.8 maps tensors to tensors but does not
resolve this question, because it is not linear under multiplication of X by a
function.

The notion of covariant derivative, sometimes also referred to as connec-
tion, is introduced precisely to obtain a notion of derivative which has tensorial
properties. By definition, a covariant derivative is a map which to a vector field
X and a tensor field T assigns a tensor field of the same type as T , denoted by
∇XT , with the following properties:

1. ∇XT is linear with respect to addition both with respect to X and T :

∇X+Y T = ∇XT +∇Y T , ∇X(T + Y ) = ∇XT +∇XY ; (A.9.3)

2. ∇XT is linear with respect to multiplication of X by functions f ,

∇fXT = f∇XT ; (A.9.4)

3. and, finally, ∇XT satisfies the Leibniz rule under multiplication of T by
a differentiable function f :

∇X(fT ) = f∇XT +X(f)T . (A.9.5)
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By definition, if T is a tensor field of rank (p, q), then for any vector field
X the field ∇XT is again a tensor of type (p, q). Since ∇XT is linear in X, the
field ∇T can naturally be viewed as a tensor field of rank (p, q + 1).

It is natural to ask whether covariant derivatives do exist at all in general
and, if so, how many of them can there be. First, it immediately follows from
the axioms above that if D and ∇ are two covariant derivatives, then

∆(X,T ) := DXT −∇XT

is multi-linear both with respect to addition and multiplication by functions —
the non-homogeneous terms X(f)T in (A.9.5) cancel — and is thus a tensor
field. Reciprocally, if ∇ is a covariant derivative and ∆(X,T ) is bilinear with
respect to addition and multiplication by functions, then

DXT := ∇XT + ∆(X,T ) (A.9.6)

is a new covariant derivative. So, at least locally, on tensors of valence (r, s)
there are as many covariant derivatives as tensors of valence (r + s, r + s+ 1).

We note that the sum of two covariant derivatives is not a covariant deriva-
tive. However, convex combinations of covariant derivatives, with coefficients
which may vary from point to point, are again covariant derivatives. This re-
mark allows one to construct covariant derivatives using partitions of unity:
Let, indeed, {Oi}i∈N be an open covering of M by coordinate patches and let
ϕi be an associated partition of unity. In each of those coordinate patches we
can decompose a tensor field T as in (A.9.1), and define

DXT :=
∑

i

ϕiX
j∂j(T

i1...ik
j1...jℓ)∂i1 ⊗ . . .⊗ ∂ik ⊗ dxj1 ⊗ . . .⊗ dxjℓ . (A.9.7)

This procedure, which depends upon the choice of the coordinate patches and
the choice of the partition of unity, defines one covariant derivative; all other
covariant derivatives are then obtained from D using (A.9.6). Note that (A.9.2)
is a special case of (A.9.7) when there exists a global coordinate system on
M . Thus (A.9.2) does define a covariant derivative. However, the associated
operation on tensor fields will not take the simple form (A.9.2) when we go to
a different coordinate system {yi} in general.

A.9.1 Functions

The canonical covariant derivative on functions is defined as

∇X(f) = X(f) ,

and we will always use the above. This has all the right properties, so obviously
covariant derivatives of functions exist. From what has been said, any covariant
derivative on functions is of the form

∇Xf = X(f) + α(X)f , (A.9.8)

where α is a one-form. Conversely, given any one-form α, (A.9.8) defines a
covariant derivative on functions. The addition of the lower-order term α(X)f
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(A.9.8) does not appear to be very useful here, but it turns out to be useful
in geometric formulation of electrodynamics, or in geometric quantization. In
any case such lower-order terms play an essential role when defining covariant
derivatives of tensor fields.

A.9.2 Vectors

The simplest next possibility is that of a covariant derivative of vector fields.
Let us not worry about existence at this stage, but assume that a covariant
derivative exists, and work from there. (Anticipating, we will show shortly
that a metric defines a covariant derivative, called the Levi-Civita covariant
derivative, which is the unique covariant derivative operator satisfying a natural
set of conditions, to be discussed below.)

We will first assume that we are working on a set Ω ⊂ M over which we
have a global trivialization of the tangent bundle TM ; by definition, this means
that there exist vector fields ea, a = 1, . . . ,dimM , such that at every point
p ∈ Ω the fields ea(p) ∈ TpM form a basis of TpM .1

Let θa denote the dual trivialization of T ∗M — by definition the θa’s satisfy

θa(eb) = δab .

Given a covariant derivative ∇ on vector fields we set

Γab(X) := θa(∇Xeb) ⇐⇒ ∇Xeb = Γab(X)ea , (A.9.9a)

Γabc := Γab(ec) = θa(∇eceb) ⇐⇒ ∇Xeb = ΓabcX
cea . (A.9.9b)

The (locally defined) functions Γabc are called connection coefficients. If {ea}
is the coordinate basis {∂µ} we shall write

Γµαβ := dxµ(∇∂β∂α)
(
⇐⇒ ∇∂µ∂ν = Γσνµ∂σ

)
, (A.9.10)

etc. In this particular case the connection coefficients are usually called Christof-
fel symbols. We will sometimes write Γσνµ instead of Γσνµ; note that the former
convention is more common. By using the Leibniz rule (A.9.5) we find

∇XY = ∇X(Y aea)

= X(Y a)ea + Y a∇Xea
= X(Y a)ea + Y aΓba(X)eb

= (X(Y a) + Γab(X)Y b)ea

= (X(Y a) + ΓabcY
bXc)ea , (A.9.11)

which gives various equivalent ways of writing ∇XY . The (perhaps only locally
defined) Γab’s are linear in X, and the collection (Γab)a,b=1,...,dimM is sometimes

1This is the case when Ω is a coordinate patch with coordinates (xi), then the
{ea}a=1,...,dimM can be chosen to be equal to {∂i}a=1,...,dimM . Recall that a manifold is
said to be parallelizable if a basis of TM can be chosen globally over M — in such a case Ω
can be taken equal to M . We emphasize that we are not assuming that M is parallelizable,
so that equations such as (A.9.9) have only a local character in general.
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referred to as the connection one-form. The one-covariant, one-contravariant
tensor field ∇Y is defined as

∇Y := ∇aY bθa ⊗ eb ⇐⇒ ∇aY b := θb(∇eaY )⇐⇒ ∇aY b = ea(Y
b) + ΓbcaY

c .

(A.9.12)
We will often write ∇a for ∇ea . Further, ∇aY b will sometimes be written as
Y b

;a.

A.9.3 Transformation law

Consider a coordinate basis ∂xi , it is natural to enquire about the transformation
law of the connection coefficients Γijk under a change of coordinates xi →
yk(xi). To make things clear, let us write Γijk for the connection coefficients in

the x–coordinates, and Γ̂ijk for the ones in the y–cordinates. We calculate:

Γijk := dxi
(
∇ ∂

∂xk

∂

∂xj

)

= dxi
(
∇ ∂

∂xk

∂yℓ

∂xj
∂

∂yℓ

)

= dxi
( ∂2yℓ

∂xk∂xj
∂

∂yℓ
+
∂yℓ

∂xj
∇ ∂

∂xk

∂

∂yℓ

)

=
∂xi

∂ys
dys
( ∂2yℓ

∂xk∂xj
∂

∂yℓ
+
∂yℓ

∂xj
∇ ∂yr

∂xk
∂
∂yr

∂

∂yℓ

)

=
∂xi

∂ys
dys
( ∂2yℓ

∂xk∂xj
∂

∂yℓ
+
∂yℓ

∂xj
∂yr

∂xk
∇ ∂

∂yr

∂

∂yℓ

)

=
∂xi

∂ys
∂2ys

∂xk∂xj
+
∂xi

∂ys
∂yℓ

∂xj
∂yr

∂xk
Γ̂sℓr . (A.9.13)

Summarising,

Γijk = Γ̂sℓr
∂xi

∂ys
∂yℓ

∂xj
∂yr

∂xk
+
∂xi

∂ys
∂2ys

∂xk∂xj
. (A.9.14)

Thus, the Γijk’s do not form a tensor; instead they transform as a tensor plus
a non-homogeneous term containing second derivatives, as seen above.

Exercice A.9.1 Let Γijk transform as in (A.9.14) under coordinate transfor-
mations. If X and Y are vector fields, define in local coordinates

∇XY :=
(
X(Y i) + ΓijkX

kY k
)
∂i . (A.9.15)

Show that ∇XY transforms as a vector field under coordinate transformations
(and thus is a vector field). Hence, a collection of fields {Γijk} satisfying the
transformation law (A.9.14) can be used to define a covariant derivative using
(A.9.15).
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A.9.4 Torsion

Because the inhomogeneous term in (A.9.14) is symmetric under the interchange
of i and j, it follows from (A.9.14) that

T ijk := Γikj − Γijk

does transform as a tensor, called the torsion tensor of ∇.
An index-free definition of torsion proceeds as follows: Let ∇ be a covariant

derivative defined for vector fields, the torsion tensor T is defined by the formula

T (X,Y ) := ∇XY −∇YX − [X,Y ] , (A.9.16)

where [X,Y ] is the Lie bracket. We obviously have

T (X,Y ) = −T (Y,X) . (A.9.17)

Let us check that T is actually a tensor field: multi-linearity with respect to
addition is obvious. To check what happens under multiplication by functions,
in view of (A.9.17) it is sufficient to do the calculation for the first slot of T .
We then have

T (fX, Y ) = ∇fXY −∇Y (fX)− [fX, Y ]

= f

(
∇XY −∇YX

)
− Y (f)X − [fX, Y ] . (A.9.18)

To work out the last commutator term we compute, for any function ϕ,

[fX, Y ](ϕ) = fX(Y (ϕ)) − Y (fX(ϕ))︸ ︷︷ ︸
=Y (f)X(ϕ)+fY (X(ϕ))

= f [X,Y ](ϕ) − Y (f)X(ϕ) ,

hence
[fX, Y ] = f [X,Y ]− Y (f)X , (A.9.19)

and the last term here cancels the undesirable second-to-last term in (A.9.18),
as required.

In a coordinate basis ∂µ we have [∂µ, ∂ν ] = 0 and one finds from (A.9.10)

T (∂µ, ∂ν) = (Γσνµ − Γσµν)∂σ , (A.9.20)

which shows that T is determined by twice the antisymmetrization of the Γσµν ’s
over the lower indices. In particular that last antisymmetrization produces a
tensor field.

A.9.5 Covectors

Suppose that we are given a covariant derivative on vector fields, there is a
natural way of inducing a covariant derivative on one-forms by imposing the
condition that the duality operation be compatible with the Leibniz rule: given
two vector fields X and Y together with a field of one-forms α, one sets

(∇Xα)(Y ) := X(α(Y ))− α(∇XY ) . (A.9.21)
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Let us, first, check that (A.9.21) indeed defines a field of one-forms. The lin-
earity, in the Y variable, with respect to addition is obvious. Next, for any
function f we have

(∇Xα)(fY ) = X(α(fY ))− α(∇X(fY ))

= X(f)α(Y ) + fX(α(Y ))− α(X(f)Y + f∇XY )

= f(∇Xα)(Y ) ,

as should be the case for one-forms. Next, we need to check that ∇ defined by
(A.9.21) does satisfy the remaining axioms imposed on covariant derivatives.
Again multi-linearity with respect to addition is obvious, as well as linearity
with respect to multiplication of X by a function. Finally,

∇X(fα)(Y ) = X(fα(Y ))− fα(∇XY )

= X(f)α(Y ) + f(∇Xα)(Y ) ,

as desired.

The duality pairing

T ∗
pM × TpM ∋ (α,X) → α(X) ∈ R

is sometimes called contraction. As already pointed out, the operation ∇ on
one-forms has been defined in (A.9.21) so as to satisfy the Leibniz rule under
duality pairing :

X(α(Y )) = (∇Xα)(Y ) + α(∇XY ) ; (A.9.22)

this follows directly from (A.9.21). This should not be confused with the Leib-
niz rule under multiplication by functions, which is part of the definition of
a covariant derivative, and therefore always holds. It should be kept in mind
that (A.9.22) does not necessarily hold for all covariant derivatives: if v∇ is
some covariant derivative on vectors, and f∇ is some covariant derivative on
one-forms, in general one will have

X(α(Y )) 6= (f∇X)α(Y ) + α(v∇XY ) .

Using the basis-expression (A.9.11) of ∇XY and the definition (A.9.21) we
have

∇Xα = Xa∇aαb θb ,

with

∇aαb := (∇eaα)(eb)

= ea(α(eb))− α(∇eaeb)
= ea(αb)− Γcbaαc .
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A.9.6 Higher order tensors

It should now be clear how to extend ∇ to tensors of arbitrary valence: if T is
r covariant and s contravariant one sets

(∇XT )(X1, . . . ,Xr, α1, . . . αs) := X
(
T (X1, . . . ,Xr, α1, . . . αs)

)

−T (∇XX1, . . . ,Xr, α1, . . . αs)− . . .− T (X1, . . . ,∇XXr, α1, . . . αs)

−T (X1, . . . ,Xr,∇Xα1, . . . αs)− . . .− T (X1, . . . ,Xr, α1, . . .∇Xαs) .
(A.9.23)

The verification that this defines a covariant derivative proceeds in a way iden-
tical to that for one-forms. In a basis we have

∇XT = Xa∇aTa1...ar b1...bsθa1 ⊗ . . .⊗ θar ⊗ eb1 ⊗ . . .⊗ ebs ,

and (A.9.23) gives

∇aTa1...ar b1...bs := (∇eaT )(ea1 , . . . , ear , θ
b1 , . . . , θbs)

= ea(Ta1...ar
b1...bs)− Γca1aTc...ar

b1...bs − . . .− ΓcaraTa1...c
b1...bs

+Γb1caTa1...ar
c...bs + . . . + ΓbscaTa1...ar

b1...c . (A.9.24)

Carrying over the last two lines of (A.9.23) to the left-hand side of that equation
one obtains the Leibniz rule for ∇ under pairings of tensors with vectors or
forms. It should be clear from (A.9.23) that ∇ defined by that equation is
the only covariant derivative which agrees with the original one on vectors,
and which satisfies the Leibniz rule under the pairing operation. We will only
consider such covariant derivatives in this work.

A.10 The Levi-Civita connection

One of the fundamental results in pseudo-Riemannian geometry is that of the
existence of a torsion-free connection which preserves the metric:

Theorem A.10.1 Let g be a two-covariant symmetric non-degenerate tensor
field on a manifold M . Then there exists a unique connection ∇ such that

1. ∇g = 0,

2. the torsion tensor T of ∇ vanishes.

Proof: Suppose, first, that a connection satisfying the above is given. By the
Leibniz rule we then have, for any vector fields X, Y and Z,

0 = (∇Xg)(Y,Z) = X(g(Y,Z)) − g(∇XY,Z)− g(Y,∇XZ) . (A.10.1)

We rewrite the same equation applying cyclic permutations to X, Y , and Z,
with a minus sign for the last equation:

g(∇XY,Z) + g(Y,∇XZ) = X(g(Y,Z)) ,

g(∇Y Z,X) + g(Z,∇YX) = Y (g(Z,X)) ,

−g(∇ZX,Y )− g(X,∇ZY ) = −Z(g(X,Y )) . (A.10.2)



254 APPENDIX A. PSEUDO-RIEMANNIAN GEOMETRY

As the torsion tensor vanishes, the sum of the left-hand sides of these equations
can be manipulated as follows:

g(∇XY,Z) + g(Y,∇XZ) + g(∇Y Z,X) + g(Z,∇YX)− g(∇ZX,Y )− g(X,∇ZY )

= g(∇XY +∇YX,Z) + g(Y,∇XZ −∇ZX) + g(X,∇Y Z −∇ZY )

= g(2∇XY − [X,Y ], Z) + g(Y, [X,Z]) + g(X, [Y,Z])

= 2g(∇XY,Z)− g([X,Y ], Z) + g(Y, [X,Z]) + g(X, [Y,Z]) .

This shows that the sum of the three equations (A.10.2) can be rewritten as

2g(∇XY,Z) = g([X,Y ], Z)− g(Y, [X,Z]) − g(X, [Y,Z])

+X(g(Y,Z)) + Y (g(Z,X)) − Z(g(X,Y )) . (A.10.3)

Since Z is arbitrary and g is non-degenerate, the left-hand side of this equation
determines the vector field ∇XY uniquely, and uniqueness of ∇ follows.

To prove existence, let S(X,Y )(Z) be defined as one half of the right-hand
side of (A.10.3),

S(X,Y )(Z) =
1

2

(
X(g(Y,Z)) + Y (g(Z,X)) − Z(g(X,Y ))

+g(Z, [X,Y ])− g(Y, [X,Z]) − g(X, [Y,Z])
)
.(A.10.4)

Clearly S is linear with respect to addition in all fields involved. Let us check
that it is also linear with respect to multiplication of Z by a function:

S(X,Y )(fZ) =
f

2

(
X(g(Y,Z)) + Y (g(Z,X)) − Z(g(X,Y ))

+g(Z, [X,Y ])− g(Y, [X,Z]) − g(X, [Y,Z])
)

+
1

2

(
X(f)g(Y,Z) + Y (f)g(Z,X) − g(Y,X(f)Z)− g(X,Y (f)Z)

)

= fS(X,Y )(Z) . (A.10.5)

Since g is non-degenerate, we conclude that there exists a unique vector field
W (X,Y ) such that

S(X,Y )(Z) = g(W (X,Y ), Z) .

One readily checks that the assignment

(X,Y )→W (X,Y ) =: ∇XY

satisfies all the requirements imposed on a covariant derivative ∇XY .
It is immediate from (A.10.3), which is equivalent to (A.10.4), that the

connection ∇ so defined is torsion free: Indeed, the sum of all-but-first terms
at the right-hand side of (A.10.3) is symmetric in (X,Y ), and the first term is
what is needed to produce the torsion tensor when removing from (A.10.3) its
counterpart with X and Y interchanged.

Finally, one checks that∇ is metric-compatible by inserting∇XY and∇XZ,
as defined by (A.10.3), into (A.10.1). This concludes the proof. 2
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Incidentally: Let us give an index-notation version of the above. Using the
definition of ∇igjk we have

0 = ∇igjk ≡ ∂igjk − Γℓjigℓk − Γℓkigℓj ; (A.10.6)

here we have written Γijk instead of Γijk, as is standard in the literature. We rewrite
this equation making cyclic permutations of indices, and changing the overall sign:

0 = −∇jgki ≡ −∂jgki + Γℓkjgℓi + Γℓijgℓk .

0 = −∇kgij ≡ −∂kgij + Γℓikgℓj + Γℓjkgℓi .

Adding the three equations and using symmetry of Γkji in ij one obtains

0 = ∂igjk − ∂jgki − ∂kgij + 2Γℓjkgℓi ,

Multiplying by gim we obtain

Γmjk = gmiΓℓjkgℓi =
1

2
gmi(∂jgki + ∂kgij − ∂igjk) . (A.10.7)

This proves uniqueness.
A straightforward, though somewhat lengthy, calculation shows that the Γmjk’s

defined by (A.10.7) satisfy the transformation law (A.9.14). Exercice A.9.1 shows
that the formula (A.9.15) defines a torsion-free connection. It then remains to check
that the insertion of the Γmjk’s, as given by (A.10.7), into the right-hand side of
(A.10.6), indeed gives zero, proving existence. 2

Let us check that (A.10.3) reproduces (A.10.7): Consider (A.10.3) with X = ∂γ ,
Y = ∂β and Z = ∂σ,

2g(∇γ∂β, ∂σ) = 2g(Γρβγ∂ρ, ∂σ)

= 2gρσΓρβγ

= ∂γgβσ + ∂βgγσ − ∂σgβγ (A.10.8)

Multiplying this equation by gασ/2 we then obtain

Γαβγ = 1
2g
ασ{∂βgσγ + ∂γgσβ − ∂σgβγ} . (A.10.9)

2

A.10.1 Geodesics and Christoffel symbols

A geodesic can be defined as the stationary point of the action

I(γ) =

∫ b

a

1

2
g(γ̇, γ̇)(s)
︸ ︷︷ ︸

=:L (γ,γ̇)

ds , (A.10.10)

where γ : [a, b]→M is a differentiable curve. Thus,

L (xµ, ẋν) =
1

2
gαβ(xµ)ẋαẋβ .

One readily finds the Euler-Lagrange equations for this Lagrange function:

d

ds

(
∂L

∂ẋµ

)
=
∂L

∂xµ
⇐⇒ d2xµ

ds2
+ Γµαβ

dxα

ds

dxβ

ds
= 0 . (A.10.11)
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This provides a very convenient way of calculating the Christoffel symbols:
given a metric g, write down L , work out the Euler-Lagrange equations, and
identify the Christoffels as the coefficients of the first derivative terms in those
equations.

Exercice A.10.3 Prove (A.10.11). 2

(The Euler-Lagrange equations for (A.10.10) are identical with those of

Ĩ(γ) =

∫ b

a

√
|g(γ̇, γ̇)(s)|ds , (A.10.12)

but (A.10.10) is more convenient to work with. For example, L is differentiable
at points where γ̇ vanishes, while

√
|g(γ̇, γ̇)(s)| is not. The aesthetic advantage

of (A.10.12), of being reparameterization-invariant, is more than compensated
by the calculational convenience of L .)

Incidentally: Example A.10.5 As an example, consider a metric of the form

g = dr2 + f(r)dϕ2 .

Special cases of this metric include the Euclidean metric on R2 (then f(r) = r2),
and the canonical metric on a sphere (then f(r) = sin2 r, with r actually being the
polar angle θ). The Lagrangian (A.10.12) is thus

L =
1

2

(
ṙ2 + f(r)ϕ̇2

)
.

The Euler-Lagrange equations read

∂L

∂ϕ︸︷︷︸
0

=
d

ds

(
∂L

∂ϕ̇

)
=

d

ds
(f(r)ϕ̇) ,

so that

0 = fϕ̈+f ′ṙϕ̇ = f
(
ϕ̈+ Γϕϕϕϕ̇

2 + 2Γϕrϕṙϕ̇+ Γϕrr ṙ
2
)

=⇒ Γϕϕϕ = Γϕrr = 0 , Γϕrϕ =
f ′

2f
.

Similarly
∂L

∂r︸︷︷︸
f ′ϕ̇2/2

=
d

ds

(
∂L

∂ṙ

)
= r̈ ,

so that

Γrrϕ = Γrrr = 0 , Γrϕϕ = −f
′

2
.

2

A.11 “Local inertial coordinates”

Proposition A.11.1 1. Let g be a Lorentzian metric, for every p ∈ M there
exists a neighborhood thereof with a coordinate system such that gµν = ηµν =
diag(1,−1, · · · ,−1) at p.

2. If g is differentiable, then the coordinates can be further chosen so that

∂σgαβ = 0 (A.11.1)

at p.
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The coordinates above will be referred to as local inertial coordinates near
p.

Remark A.11.2 An analogous result holds for any pseudo-Riemannian metric.
Note that normal coordinates, constructed by shooting geodesics from p, satisfy
the above. However, for metrics of finite differentiability, the introduction of
normal coordinates leads to a loss of differentiability of the metric components,
while the construction below preserves the order of differentiability.

Proof: 1. Let yµ be any coordinate system around p, shifting by a constant
vector we can assume that p corresponds to yµ = 0. Let ea = ea

µ∂/∂yµ be any
frame at p such that g(ea, eb) = ηab — such frames can be found by, e.g., a
Gram-Schmidt orthogonalisation. Calculating the determinant of both sides of
the equation

gµνea
µeb

ν = ηab

we obtain, at p,

det(gµν) det(ea
µ)2 = −1 ,

which shows that det(ea
µ) is non-vanishing. It follows that the formula

yµ = eµax
a

defines a (linear) diffeomorphism. In the new coordinates we have, again at p,

g
( ∂

∂xa
,
∂

∂xb

)
= eµae

ν
bg
( ∂

∂yµ
,
∂

∂yν

)
= ηab . (A.11.2)

2. We will use (A.9.14), which uses latin indices, so let us switch to that
notation. Let xi be the coordinates described in point 1., recall that p lies at the
origin of those coordinates. The new coordinates x̂j will be implicitly defined
by the equations

xi = x̂i +
1

2
Aijkx̂

jx̂k ,

where Aijk is a set of constants, symmetric with respect to the interchange of
j and k. Recall (A.9.14),

Γ̂ijk = Γsℓr
∂x̂i

∂xs
∂xℓ

∂x̂j
∂xr

∂x̂k
+
∂x̂i

∂xs
∂2xs

∂x̂k∂x̂j
; (A.11.3)

here we use Γ̂sℓr to denote the Christoffel symbols of the metric in the hatted
coordinates. Then, at xi = 0, this equation reads

Γ̂ijk = Γsℓr
∂x̂i

∂xs︸︷︷︸
δis

∂xℓ

∂x̂j︸︷︷︸
δℓj

∂xr

∂x̂k︸︷︷︸
δr
k

+
∂xi

∂xs︸︷︷︸
δis

∂2xs

∂x̂k∂x̂j︸ ︷︷ ︸
Askj

= Γijk +Aikj .

Choosing Aijk as −Γijk(0), the result follows.
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Incidentally: If you do not like to remember formulae such as (A.9.14), proceed
as follows: Let xµ be the coordinates described in point 1. The new coordinates x̂α

will be implicitly defined by the equations

xµ = x̂µ +
1

2
Aµαβ x̂

αx̂β ,

where Aµαβ is a set of constants, symmetric with respect to the interchange of α
and β. Set

ĝαβ := g
( ∂

∂x̂α
,
∂

∂x̂β

)
, gαβ := g

( ∂

∂xα
,
∂

∂xβ

)
.

Recall the transformation law

ĝµν(x̂σ) = gαβ(xρ(x̂σ))
∂xα

∂x̂µ
∂xβ

∂x̂ν
.

By differentiation one obtains at xµ = x̂µ = 0,

∂ĝµν
∂x̂ρ

(0) =
∂gµν
∂xρ

(0) + gαβ(0)
(
Aαµρδ

β
ν + δαµA

β
νρ

)

=
∂gµν
∂xρ

(0) +Aνµρ +Aµνρ , (A.11.4)

where
Aαβγ := gασ(0)Aσβγ .

It remains to show that we can choose Aσβγ so that the left-hand side can be made
to vanish at p. An explicit formula for Aσβγ can be obtained from (A.11.4) by a
cyclic permutation calculation similar to that in (A.10.2). After raising the first
index, the final result is

Aαβγ =
1

2
gαρ

{
∂gβγ
∂xρ

− ∂gβρ
∂xγ

− ∂gργ
∂xβ

}
(0) ;

the reader may wish to check directly that this does indeed lead to a vanishing
right-hand side of (A.11.4).

2

A.12 Curvature

Let ∇ be a covariant derivative defined for vector fields, the curvature tensor
is defined by the formula

R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z , (A.12.1)

where, as elsewhere, [X,Y ] is the Lie bracket defined in (A.3.6). We note the
anti-symmetry

R(X,Y )Z = −R(Y,X)Z . (A.12.2)

It turns out this defines a tensor. Multi-linearity with respect to addition is
obvious, but multiplication by functions require more work.

First, we have (see (A.9.19))

R(fX, Y )Z = ∇fX∇Y Z −∇Y∇fXZ −∇[fX,Y ]Z

= f∇X∇Y Z −∇Y (f∇XZ)− ∇f [X,Y ]−Y (f)XZ︸ ︷︷ ︸
=f∇[X,Y ]Z−Y (f)∇XZ

= fR(X,Y )Z .
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Incidentally: The simplest proof of linearity in the last slot proceeds via an
index calculation in adapted coordinates; so while we will do the elegant, index-
free version shortly, let us do the ugly one first. We use the coordinate system of
Proposition A.11.1 below, in which the first derivatives of the metric vanish at the
prescribed point p:

∇i∇jZk = ∂i(∂jZ
k − ΓkℓjZ

ℓ) + 0×∇Z︸ ︷︷ ︸
at p

= ∂i∂jZ
k − ∂iΓkℓjZℓ at p . (A.12.3)

Antisymmetrising in i and j, the terms involving the second derivatives of Z drop
out, so the result is indeed linear in Z. So ∇i∇jZk−∇j∇iZk is a tensor field linear
in Z, and therefore can be written as RkℓijZ

ℓ.
Note that ∇i∇jZk is, by definition, the tensor field of first covariant derivatives

of the tensor field ∇jZk, while (A.12.1) involves covariant derivatives of vector fields
only, so the equivalence of both approaches requires a further argument. This is
provided in the calculation below leading to (A.12.7). 2

We continue with

R(X,Y )(fZ) = ∇X∇Y (fZ)−∇Y∇X(fZ)−∇[X,Y ](fZ)

=
{
∇X
(
Y (f)Z + f∇Y Z

)}
−
{
· · ·
}
X↔Y

−[X,Y ](f)Z − f∇[X,Y ]Z

=
{
X(Y (f))Z︸ ︷︷ ︸

a

+Y (f)∇XZ +X(f)∇Y Z︸ ︷︷ ︸
b

+f∇X∇Y Z
}
−
{
· · ·
}
X↔Y

− [X,Y ](f)Z︸ ︷︷ ︸
c

−f∇[X,Y ]Z .

Now, a together with its counterpart with X and Y interchanged cancel out
with c, while b is symmetric with respect to X and Y and therefore cancels out
with its counterpart with X and Y interchanged, leading to the desired equality

R(X,Y )(fZ) = fR(X,Y )Z .

In a coordinate basis {ea} = {∂µ} we find2 (recall that [∂µ, ∂ν ] = 0)

Rαβγδ := 〈dxα, R(∂γ , ∂δ)∂β〉
= 〈dxα,∇γ∇δ∂β〉 − 〈· · ·〉δ↔γ

= 〈dxα,∇γ(Γσβδ∂σ)〉 − 〈· · ·〉δ↔γ

= 〈dxα, ∂γ(Γσβδ)∂σ + ΓρσγΓσβδ∂ρ〉 − 〈· · ·〉δ↔γ

= {∂γΓαβδ + ΓασγΓσβδ} − {· · ·}δ↔γ ,

leading finally to

Rαβγδ = ∂γΓαβδ − ∂δΓαβγ + ΓασγΓσβδ − ΓασδΓ
σ
βγ . (A.12.4)

2The reader is warned that certain authors use other sign conventions either for R(X,Y )Z,
or for Rαβγδ, or both. A useful table that lists the sign conventions for a series of standard
GR references can be found on the backside of the front cover of [208].
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In a general frame some supplementary commutator terms will appear in the
formula for Rabcd.

Incidentally: An alternative way of introducing the Riemann tensor proceeds as
in [278]; here we assume for simplicity that∇ is torsion-free, but a similar calculation
applies in general:

Proposition A.12.3 Let ∇ be torsion-free. There exists a tensor field Rdabc of
type (1, 3) such that

∇a∇bXd −∇b∇aXd = RdcabX
c . (A.12.5)

Proof: We need to check that the derivatives of X cancel. Now,

∇a∇bXd = ∂a( ∇bXd

︸ ︷︷ ︸
∂bXd+Γd

beXe

) + Γdac ∇bXc

︸ ︷︷ ︸
∂bXc+Γc

be
Xe

−Γeab∇eXd

= ∂a∂bX
d

︸ ︷︷ ︸
=:1ab

+∂aΓdbeX
e + Γdbe∂aX

e

︸ ︷︷ ︸
=:2ab

+ Γdac∂bX
c

︸ ︷︷ ︸
=:3ab

+ΓdacΓ
c
beX

e − Γeab∇eXd

︸ ︷︷ ︸
=:4ab

.

If we subtract ∇b∇aXd, then

1. 1ab is symmetric in a and b, so will cancel out; similarly for 4ab because ∇
has been assumed to have no torsion;

2. 2ab will cancel out with 3ba; similarly 3ab will cancel out with 2ba.

So the left-hand side of (A.12.5) is indeed linear in Xe. Since it is a tensor, the
right-hand side also is. Since Xe is arbitrary, we conclude that Rdcab is a tensor of
the desired type. 2

We note the following:

Theorem A.12.4 There exists a coordinate system in which the metric tensor
field has vanishing second derivatives at p if and only if its Riemann tensor
vanishes at p. Furthermore, there exists a coordinate system in which the met-
ric tensor field has constant entries near p if and only if the Riemann tensor
vanishes near p.

Proof: The condition is necessary, since Riem is a tensor. The sufficiency will
be admitted. 2

The calculation of the curvature tensor may be a very traumatic experience.
There is one obvious case where things are painless, when all gµν ’s are constants:
in this case the Christoffels vanish, and so does the curvature tensor. Metrics
with the last property are called flat.

For more general metrics, one way out is to use symbolic computer alge-
bra. This can, e.g., be done online on http://grtensor.phy.queensu.ca/

NewDemo. Mathematica packages to do this can be found at URL’s http://

www.math.washington.edu/~lee/Ricci, or http://grtensor.phy.queensu.
ca/NewDemo, or http://luth.obspm.fr/~luthier/Martin-Garcia/xAct. This
last package is least-user-friendly as of today, but is the most flexible, especially
for more involved computations.

We also note an algorithm of Benenti [22] to calculate the curvature tensor,
starting from the variational principle for geodesics, which avoids writing-out
explicitly all the Christoffel coefficients.
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Incidentally: Example A.12.6 As an example less trivial than a metric with
constant coefficients, consider the round two sphere, which we write in the form

g = dθ2 + e2fdϕ2 , e2f = sin2 θ .

As seen in Example A.10.5, the Christoffel symbols are easily founds from the
Lagrangian for geodesics:

L =
1

2
(θ̇2 + e2f ϕ̇2) .

The Euler-Lagrange equations give

Γθϕϕ = −f ′e2f , Γϕθϕ = Γϕϕθ = f ′ ,

with the remaining Christoffel symbols vanishing. Using the definition of the Rie-
mann tensor we then immediately find

Rϕθϕθ = −f ′′ − (f ′)2 = −e−f(ef )′′ = 1 . (A.12.6)

All remaining components of the Riemann tensor can be obtained from this one by
raising and lowering of indices, together with the symmetry operations which we
are about to describe. This leads to

Rab = gab , R = 2 .

2

Equation (A.12.1) is most frequently used “upside-down”, not as a definition
of the Riemann tensor, but as a tool for calculating what happens when one
changes the order of covariant derivatives. Recall that for partial derivatives
we have

∂µ∂νZ
σ = ∂ν∂µZ

σ ,

but this is not true in general if partial derivatives are replaced by covariant
ones:

∇µ∇νZσ 6= ∇ν∇µZσ .
To find the correct formula let us consider the tensor field S defined as

Y −→ S(Y ) := ∇Y Z .

In local coordinates, S takes the form

S = ∇µZν dxµ ⊗ ∂ν .

It follows from the Leibniz rule — or, equivalently, from the definitions in
Section A.9 — that we have

(∇XS)(Y ) = ∇X(S(Y ))− S(∇XY )

= ∇X∇Y Z −∇∇XY Z .

The commutator of the derivatives can then be calculated as

(∇XS)(Y )− (∇Y S)(X) = ∇X∇Y Z −∇Y∇XZ −∇∇XY Z +∇∇YXZ

= ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z

+∇[X,Y ]Z −∇∇XY Z +∇∇YXZ

= R(X,Y )Z −∇T (X,Y )Z . (A.12.7)
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Writing ∇S in the usual form

∇S = ∇σSµν dxσ ⊗ dxµ ⊗ ∂ν = ∇σ∇µZν dxσ ⊗ dxµ ⊗ ∂ν ,

we are thus led to

∇µ∇νZα −∇ν∇µZα = RασµνZ
σ − T σµν∇σZα . (A.12.8)

In the important case of vanishing torsion, the coordinate-component equivalent
of (A.12.1) is thus

∇µ∇νXα −∇ν∇µXα = RασµνX
σ . (A.12.9)

An identical calculation gives, still for torsionless connections,

∇µ∇νaα −∇ν∇µaα = −Rσαµνaσ . (A.12.10)

For a general tensor t and torsion-free connection each tensor index comes with
a corresponding Riemann tensor term:

∇µ∇νtα1...αr
β1...βs −∇ν∇µtα1...αr

β1...βs =

−Rσα1µνtσ...αr
β1...βs − . . .−Rσαrµνtα1...σ

β1...βs

+Rβ1σµν tα1...αr
σ...βs + . . .+Rβsσµνtα1...αr

β1...σ . (A.12.11)

A.12.1 Bianchi identities

We have already seen the anti-symmetry property of the Riemann tensor, which
in the index notation corresponds to the equation

Rαβγδ = −Rαβδγ . (A.12.12)

There are a few other identities satisfied by the Riemann tensor, we start with
the first Bianchi identity. Let A(X,Y,Z) be any expression depending upon
three vector fields X,Y,Z which is antisymmetric in X and Y , we set

∑

[XY Z]

A(X,Y,Z) := A(X,Y,Z) +A(Y,Z,X) +A(Z,X, Y ) , (A.12.13)

thus
∑

[XY Z] is a sum over cyclic permutations of the vectors X,Y,Z. Clearly,

∑

[XY Z]

A(X,Y,Z) =
∑

[XY Z]

A(Y,Z,X) =
∑

[XY Z]

A(Z,X, Y ) . (A.12.14)

Suppose, first, that X, Y and Z commute. Using (A.12.14) together with the
definition (A.9.16) of the torsion tensor T we calculate

∑

[XY Z]

R(X,Y )Z =
∑

[XY Z]

(
∇X∇Y Z −∇Y∇XZ

)

=
∑

[XY Z]

(
∇X∇Y Z −∇Y (∇ZX + T (X,Z))︸ ︷︷ ︸

we have used [X,Z]=0, see (A.9.16)

)
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=
∑

[XY Z]

∇X∇Y Z −
∑

[XY Z]

∇Y∇ZX

︸ ︷︷ ︸
=0 (see (A.12.14))

−
∑

[XY Z]

∇Y (T (X,Z)︸ ︷︷ ︸
=−T (Z,X)

)

=
∑

[XY Z]

∇X(T (Y,Z)) ,

and in the last step we have again used (A.12.14). This can be somewhat
rearranged by using the definition of the covariant derivative of a higher or-
der tensor (compare (A.9.23)) — equivalently, using the Leibniz rule rewritten
upside-down:

(∇XT )(Y,Z) = ∇X(T (Y,Z))− T (∇XY,Z)− T (Y,∇XZ) .

This leads to
∑

[XY Z]

∇X(T (Y,Z)) =
∑

[XY Z]

(
(∇XT )(Y,Z) + T (∇XY,Z) + T (Y, ∇XZ︸ ︷︷ ︸

=T (X,Z)+∇ZX

)
)

=
∑

[XY Z]

(
(∇XT )(Y,Z)− T (T (X,Z)︸ ︷︷ ︸

=−T (Z,X)

, Y )
)

+
∑

[XY Z]

T (∇XY,Z) +
∑

[XY Z]

T (Y,∇ZX)︸ ︷︷ ︸
=−T (∇ZX,Y )︸ ︷︷ ︸

=0 (see (A.12.14))

=
∑

[XY Z]

(
(∇XT )(Y,Z) + T (T (X,Y ), Z)

)
.

Summarizing, we have obtained the first Bianchi identity:

∑

[XY Z]

R(X,Y )Z =
∑

[XY Z]

(
(∇XT )(Y,Z) + T (T (X,Y ), Z)

)
, (A.12.15)

under the hypothesis that X, Y and Z commute. However, both sides of this
equation are tensorial with respect to X, Y and Z, so that they remain correct
without the commutation hypothesis.

We are mostly interested in connections with vanishing torsion, in which
case (A.12.15) can be rewritten as

Rαβγδ +Rαγδβ +Rαδβγ = 0 . (A.12.16)

Equivalently,
Rα[βγδ] = 0 , (A.12.17)

where brackets over indices denote complete antisymmetrisation, e.g.

A[αβ] = 1
2(Aαβ −Aβα) ,

A[αβγ] = 1
6(Aαβγ −Aβαγ +Aγαβ −Aγβα +Aαγβ −Aβγα) ,

etc.
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Our next goal is the second Bianchi identity. We consider four vector fields
X, Y , Z and W and we assume again that everybody commutes with everybody
else. We calculate

∑

[XY Z]

∇X(R(Y,Z)W ) =
∑

[XY Z]

(
∇X∇Y∇ZW︸ ︷︷ ︸

=R(X,Y )∇ZW+∇Y∇X∇ZW

−∇X∇Z∇YW
)

=
∑

[XY Z]

R(X,Y )∇ZW

+
∑

[XY Z]

∇Y∇X∇ZW −
∑

[XY Z]

∇X∇Z∇YW

︸ ︷︷ ︸
=0

. (A.12.18)

Next,

∑

[XY Z]

(∇XR)(Y,Z)W =
∑

[XY Z]

(
∇X(R(Y,Z)W )−R(∇XY,Z)W

−R(Y, ∇XZ︸ ︷︷ ︸
=∇ZX+T (X,Z)

)W −R(Y,Z)∇XW
)

=
∑

[XY Z]

∇X(R(Y,Z)W )

−
∑

[XY Z]

R(∇XY,Z)W −
∑

[XY Z]

R(Y,∇ZX)W︸ ︷︷ ︸
=−R(∇ZX,Y )W︸ ︷︷ ︸

=0

−
∑

[XY Z]

(
R(Y, T (X,Z))W +R(Y,Z)∇XW

)

=
∑

[XY Z]

(
∇X(R(Y,Z)W )−R(T (X,Y ), Z)W −R(Y,Z)∇XW

)
.

It follows now from (A.12.18) that the first term cancels out the third one,
leading to

∑

[XY Z]

(∇XR)(Y,Z)W = −
∑

[XY Z]

R(T (X,Y ), Z)W , (A.12.19)

which is the desired second Bianchi identity for commuting vector fields. As
before, because both sides are multi-linear with respect to addition and multi-
plication by functions, the result remains valid for arbitrary vector fields.

For torsionless connections the components equivalent of (A.12.19) reads

Rαµβγ;δ +Rαµγδ;β +Rαµδβ;γ = 0 . (A.12.20)

Incidentally: In the case of the Levi-Civita connection, the proof of the second
Bianchi identity is simplest in coordinates in which the derivatives of the metric
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vanish at p: Indeed, a calculation very similar to the one leading to (A.12.25) below
gives

∇δRαµβγ(0) = ∂δRαµβγ(0) =

1

2

{
∂δ∂β∂µgαγ − ∂δ∂β∂αgµγ − ∂δ∂γ∂µgαβ + ∂δ∂γ∂αgµβ

}
(0) .(A.12.21)

and (A.12.20) follows by inspection 2

A.12.2 Pair interchange symmetry

There is one more identity satisfied by the curvature tensor which is specific to
the curvature tensor associated with the Levi-Civita connection, namely

g(X,R(Y,Z)W ) = g(Y,R(X,W )Z) . (A.12.22)

If one sets
Rabcd := gaeR

e
bcd , (A.12.23)

then (A.12.22) is equivalent to

Rabcd = Rcdab . (A.12.24)

We will present two proofs of (A.12.22). The first is direct, but not very
elegant. The second is prettier, but less insightful.

For the ugly proof, we suppose that the metric is twice-differentiable. By
point 2. of Proposition A.11.1, in a neighborhood of any point p ∈ M there
exists a coordinate system in which the connection coefficients Γαβγ vanish at
p. Equation (A.12.4) evaluated at p therefore reads

Rαβγδ = ∂γΓαβδ − ∂δΓαβγ
=

1

2

{
gασ∂γ(∂δgσβ + ∂βgσδ − ∂σgβδ)

−gασ∂δ(∂γgσβ + ∂βgσγ − ∂σgβγ)
}

=
1

2
gασ

{
∂γ∂βgσδ − ∂γ∂σgβδ − ∂δ∂βgσγ + ∂δ∂σgβγ

}
.

Equivalently,

Rσβγδ(0) =
1

2

{
∂γ∂βgσδ − ∂γ∂σgβδ − ∂δ∂βgσγ + ∂δ∂σgβγ

}
(0) . (A.12.25)

This last expression is obviously symmetric under the exchange of σβ with γδ,
leading to (A.12.24).

The above calculation traces back the pair-interchange symmetry to the
definition of the Levi-Civita connection in terms of the metric tensor. As already
mentioned, there exists a more elegant proof, where the origin of the symmetry
is perhaps somewhat less apparent, which proceeds as follows: We start by
noting that

0 = ∇a∇bgcd −∇b∇agcd = −Recabged −Redabgce , (A.12.26)
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leading to anti-symmetry in the first two indices:

Rabcd = −Rbacd .

Next, using the cyclic symmetry for a torsion-free connection, we have

Rabcd +Rcabd +Rbcad = 0 ,

Rbcda +Rdbca +Rcdba = 0 ,

Rcdab +Racdb +Rdacb = 0 ,

Rdabc +Rbdac +Rabdc = 0 . (A.12.27)

The desired equation (A.12.24) follows now by adding the first two and sub-
tracting the last two equations, using (A.12.26).

Remark A.12.8 In dimension two, the pair-interchange symmetry and the anti-
symmetry in the last two indices immediately imply that the only non-zero compo-
nents of the Riemann tensor are

R1212 = −R2112 = R2121 = −R2112 .

This is equivalent to the formula

Rabcd =
R

2
(gacgbd − gadgbc) ,

as easily checked at a point p in a coordinate system where gab is diagonal at p.
In dimension three, a similar argument gives

Rabcd = (Pacgbd − Padgbc + gacPbd − gadPbc) , (A.12.28)

where

Pab := Rab −
R

2
gab .

2

Incidentally: It is natural to enquire about the number of independent compo-
nents of a tensor with the symmetries of a metric Riemann tensor in dimension n,
the calculation proceeds as follows: as Rabcd is symmetric under the exchange of ab
with cd, and anti-symmetric in each of these pairs, we can view it as a symmetric
map from the space of anti-symmetric tensor with two indices. Now, the space of
anti-symmetric tensors is N = n(n−1)/2 dimensional, while the space of symmetric
maps in dimension N is N(N + 1)/2 dimensional, so we obtain at most

n(n− 1)(n2 − n+ 2)

8

free parameters. However, we need to take into account the cyclic identity:

Rdabc +Rdbca +Rdcab = 0 . (A.12.29)

If a = b this reads
Rdaac +Rdaca +Rdcaa = 0 ,

which has already been accounted for. Similarly if a = d we obtain

Rabca +Rbcaa +Rcaba = 0 ,
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which holds in view of the previous identities. We conclude that the only new
identities which could possibly arise are those where abcd are all distinct. (Another
way to see this is to note the identity

Ra[bcd] = R[abcd] , (A.12.30)

which holds for any tensor satisfying

Rabcd = R[ab]cd = Rab[cd] = Rcdab , (A.12.31)

and which can be proved by writing explicitly all the terms in R[abcd]; this is the
same as adding the left-hand sides of the first and third equations in (A.12.27), and
removing those of the second and fourth.)

Clearly no identity involving four distinct components of the Riemann tensor
can be obtained using (A.12.31), so for each distinct set of four indices the Bianchi
identity provides a constraint which is independent of (A.12.31). In dimension four
(A.12.29) provides thus four candidate equations for another constraint, labeled by
d, but it is easily checked that they all coincide either directly, or using (A.12.30).
This leads to 20 free parameters at each space point. (Strictly speaking, to prove this
one would still need to show that there are no further algebraic identities satisfied
by the Riemann tensor, which is indeed the case.

Note that (A.12.30) shows that in dimension n ≥ 4 the Bianchi identity intro-

duces

(
n
4

)
new constraints, leading to

n(n− 1)(n2 − n+ 2)

8
− n(n− 1)(n− 2)(n− 3)

12
=
n2(n2 − 1)

12
(A.12.32)

independent components at each point. 2

A.12.3 Summmary for the Levi-Civita connection

Here is a full list of algebraic symmetries of the curvature tensor of the Levi-
Civita connection:

1. directly from the definition, we obtain

Rδγαβ = −Rδγβα ; (A.12.33)

2. the next symmetry, known as the first Bianchi identity, is less obvious:

Rδγαβ +Rδαβγ +Rδβγα = 0 ⇐⇒ Rδ [γαβ] = 0 ; (A.12.34)

3. and finally we have the pair-interchange symmetry:

Rαβγδ = Rγδαβ . (A.12.35)

Here, of course, Rγδαβ = gγσR
σ
δαβ .

It is not obvious, but true, that the above exhaust the list of all independent
algebraic identities satisfied by Rαβγδ.

As a consequence of (A.12.33) and (A.12.35) we find

Rαβδγ = Rδγαβ = −Rδγβα = −Rβαγδ ,
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and so the Riemann tensor is also anti-symmetric in its first two indices:

Rαβγδ = −Rβαγδ . (A.12.36)

The Ricci tensor is defined as

Rαβ := Rσασβ .

The pair-interchange symmetry implies that the Ricci tensor is symmetric:

Rαβ = gσρRσαρβ = gσρRρβσα = Rβα .

Finally we have the differential second Bianchi identity :

∇αRσδβγ +∇βRσδγα +∇γRσδαβ = 0 ⇐⇒ ∇[αRβγ]µν = 0 . (A.12.37)

A.12.4 Curvature of product metrics

Let (M,g) and (N,h) be two pseudo-Riemannian manifolds, on the product
manifold M×N we define a metric g⊕h as follows: Every element of T (M×N)
can be uniquely written as X ⊕ Y for some X ∈ TM and Y ∈ TN . We set

(g ⊕ h)(X ⊕ Y, X̂ ⊕ Ŷ ) = g(X, X̂) + h(Y, Ŷ ) .

Let ∇ be the Levi-Civita connection associated with g, D that associated with
h, and D the one associated with g ⊕ h. To understand the structure of ∇,
we note that sections of T (M ×N) are linear combinations, with coefficients in
C∞(M×N), of elements of the form X⊕Y , whereX ∈ Γ(TM) and Y ∈ Γ(TN).
(Thus, X does not depend upon q ∈ N and Y does not depend upon p ∈ M .)
We claim that for such fields X ⊕ Y and W ⊕ Z we have

DX⊕Y (W ⊕ Z) = ∇XW ⊕DY Z . (A.12.38)

(If true, (A.12.38) together with the Leibniz rule characterises D uniquely.) To
verify (A.12.38), we check first that D has no torsion:

DX⊕Y (W ⊕ Z)−DW⊕Z(X ⊕ Y ) = ∇XW ⊕DY Z −∇WX ⊕DZY

= (∇XW −∇WX)⊕ (DY Z −DZY )

= [X,W ]⊕ [Y,Z]

= [X ⊕ Y,W ⊕ Z] .

(In the last step we have used [X ⊕ 0, 0 ⊕ Z] = [0 ⊕ Y,W ⊕ 0] = 0.) Next, we
check metric compatibility:

X ⊕ Y
(

(g ⊕ h)(W ⊕ Z, Ŵ ⊕ Ẑ)
)

= X ⊕ Y
(
g(W, Ŵ ) + h(Z, Ẑ)

)

= X
(
g(W, Ŵ )

)

︸ ︷︷ ︸
g(∇XW,Ŵ )+g(W,∇XŴ )

+ Y
(
h(Z, Ẑ)

)

︸ ︷︷ ︸
h(DY Z,Ẑ)+h(Z,DY Ẑ)

= g(∇XW, Ŵ ) + h(DY Z, Ẑ)︸ ︷︷ ︸
(g⊕h)(∇XW⊕DY Z,Ŵ⊕Ẑ)

+ g(W,∇XŴ ) + h(Z,DY Ẑ)︸ ︷︷ ︸
(g⊕h)(W⊕Z,∇XŴ⊕DY Ẑ)

= (g ⊕ h)(DX⊕YW ⊕ Z, Ŵ ⊕ Ẑ) + (g ⊕ h)(W ⊕ Z,DX⊕Y Ŵ ⊕ Ẑ) .
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Uniqueness of Levi-Civita connections proves (A.12.38).

Let Riem(k) denote the Riemann tensor of the metric k. It should be clear
from (A.12.38) that the Riemann tensor of g ⊕ h has a sum structure,

Riem(g ⊕ h) = Riem(g) ⊕ Riem(h) . (A.12.39)

More precisely,

Riem(g ⊕ h)(X ⊕ Y, X̂ ⊕ Ŷ )W ⊕ Z = Riem(g)(X, X̂)W ⊕ Riem(h)(Y, Ŷ )Z .
(A.12.40)

This implies

Ric(g ⊕ h) = Ric(g) ⊕ Ric(h) , (A.12.41)

in the sense that

Ric(g ⊕ h)(X ⊕ Y, X̂ ⊕ Ŷ ) = Ric(g)(X, X̂)⊕ Ric(h)(Y, Ŷ ) , (A.12.42)

and

trg⊕hRic(g ⊕ h) = trgRic(g) + trhRic(h) . (A.12.43)

A.12.5 An identity for the Riemann tensor

We write δαβγδ for δ
[α
γ δ

β]
δ ≡ 1

2(δαγ δ
β
δ − δ

β
γ δαδ ), etc.

For completeness we prove the following identity satisfied by the Riemann
tensor, which is valid in any dimension, is clear in dimensions two and three,
implies the double-dual identity for the Weyl tensor in dimension four, and is
probably well known in higher dimensions as well:

δαβγδµνρσR
ρσ
γδ =

1

3!

(
Rαβµν + δαβµνR− 4δ

[α
[µR

β]
ν]

)
. (A.12.44)

The above holds for any tensor field satisfying

Rαβγδ = −Rβαγδ = Rβαδγ . (A.12.45)

To prove (A.12.44) one can calculate as follows:

4! δαβγδµνρσR
ρσ
γδ = 2[δαµ

(
δβν δ

γ
ρδ
δ
σ − δβρ δγν δδσ + δβσδ

γ
ν δ
δ
ρ

)

−δαν
(
δβµδ

γ
ρδ
δ
σ − δβρ δγµδδσ + δβσδ

γ
µδ
δ
ρ

)

+δαρ

(
δβµδ

γ
ν δ
δ
σ − δβν δγµδδσ + δβσδ

γ
µδ
δ
ν

)

−δασ
(
δβµδ

γ
ν δ
δ
ρ − δβν δγµδδρ + δβρ δ

γ
µδ
δ
ν

)
]Rρσγδ

= 2
(

2δαβµν δ
γ
ρδ
δ
σ − 4δαγµν δ

βδ
ρσ + 4δβγµν δ

αδ
ρσ + 2δαρ δ

β
σδ

γ
µδ
δ
ν

)
Rρσγδ

= 4
(
δαβµνR

γδ
γδ − 2δαγµνR

βσ
γσ + 2δβγµνR

ασ
γσ +Rαβµν

)

= 4
(
Rαβµν + δαβµνR

γδ
γδ − 4δ

[α
[µR

β]γ
ν]γ

)
. (A.12.46)
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If the sums are over all indices we obtain (A.12.44). The reader is warned,
however, that in some of our calculations the sums will be only over a subset of
all possible indices, in which case the last equation remains valid but the last
two terms in (A.12.46) cannot be replaced by the Ricci scalar and the Ricci
tensor.

Let us show that the double-dual identity for the Weyl tensor does indeed
follow from (A.12.44). For this, note that in spacetime dimension four we have

4!δαβγδµνρσ = ǫαβγδǫµνρσ , (A.12.47)

since both sides are completely anti-symmetric in the upper and lower indices,
and coincide when both pairs equal 0123. Hence, since the Weyl tensor W ρσ

γδ
has all the required symmetries and vanishing traces, we find

4Wαβ
µν =︸︷︷︸

by (A.12.46)

4!δαβγδµνρσW
ρσ
γδ = ǫαβγδǫµνρσW

ρσ
γδ . (A.12.48)

This is equivalent to the desired identity

ǫµνρσW
ρσ
γδ = Wαβ

µν ǫαβγδ . (A.12.49)

A.13 Geodesics

An affinely parameterised geodesic γ is a maximally extended solution of the
equation

∇γ̇ γ̇ = 0

(compare (A.10.11).) It is a fundamental postulate of general relativity that
physical observers move on timelike geodesics. This motivates the following def-
inition: an observer is a maximally extended future directed timelike geodesics.

Incidentally: It is sometimes convenient to consider geodesics which are not nec-
essarily affinely parameterised. Those are solutions of

∇ dγ
dλ

dγ

dλ
= χ

dγ

dλ
. (A.13.1)

Indeed, let us show that a change of parameter obtained by solving the equation

d2λ

ds2
+ χ

(
dλ

ds

)2

= 0 (A.13.2)

brings (A.13.2) to the form (A.13.2): under a change of parameter λ = λ(s) we
have

dγµ

ds
=
dλ

ds

dγµ

dλ
,

and

D

ds

dγν

ds
=

D

ds
(
dλ

ds

dγν

dλ
)

=
d2λ

ds2
dγν

dλ
+
dλ

ds

D

ds

dγν

dλ

=
d2λ

ds2
dγν

dλ
+
(dλ
ds

)2 D
dλ

dγν

dλ

=
d2λ

ds2
dγν

dλ
+
(dλ
ds

)2
χ
dγν

dλ
,



A.13. GEODESICS 271

and the choice indicated above gives zero, as desired. 2

Let f be a smooth function and let λ 7→ γ(λ) be any integral curve of ∇f ; by
definition, this means that dγµ/dλ = ∇µf . The following provides a convenient
tool for finding geodesics:

Proposition A.13.2 (Integral curves of gradients) Let f be a function satisfy-
ing

g(∇f,∇f) = ψ(f) ,

for some function ψ. Then the integral curves of ∇f are geodesics, affinely
parameterised if ψ′ = 0.

Proof: We have

γ̇α∇αγ̇β = ∇αf∇α∇βf = ∇αf∇β∇αf =
1

2
∇β(∇αf∇αf) =

1

2
∇βψ(f) =

1

2
ψ′∇βf .

(A.13.3)
Let λ the natural parameter on the integral curves of ∇f ,

dγµ

dλ
= ∇µf ,

then (A.13.3) can be rewritten as

D

dλ

dγµ

dλ
=

1

2
ψ′ dγ

µ

dλ
.

2

A significant special case is that of a coordinate function f = xi. Then

g(∇f,∇f) = g(∇xi,∇xi) = gii (no summation) .

For example, in Minkowski spacetime, all gµν ’s are constant, which shows that
the integral curves of the gradient of any coordinate, and hence also of any
linear combination of coordinates, are affinely parameterized geodesics. An
other example is provided by the coordinate r in Schwarzschild spacetime, where
grr = 1 − 2m/r; this is indeed a function of r, so the integral curves of ∇r =
(1− 2m/r)∂r are (non-affinely parameterized) geodesics.

Similarly one shows:

Proposition A.13.3 Suppose that d(g(X,X)) = 0 along an orbit γ of a Killing
vector field X. Then γ is a geodesic.

Exercice A.13.4 Consider the Killing vector field X = ∂t + Ω∂ϕ, where Ω is a
constant, in the Schwarzschild spacetime. Find all geodesic orbits of X by studying
the equation d(g(X,X)) = 0. 2
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A.14 Geodesic deviation (Jacobi equation)

Suppose that we have a one parameter family of geodesics

γ(s, λ) (in local coordinates, (γα(s, λ))),

where s is an affine parameter along the geodesic, and λ is a parameter which
labels the geodesics. Set

Z(s, λ) :=
∂γ(s, λ)

∂λ
≡ ∂γα(s, λ)

∂λ
∂α ;

for each λ this defines a vector field Z along γ(s, λ), which measures how nearby
geodesics deviate from each other, since, to first order, using a Taylor expansion,

γα(s, λ) = γα(s, λ0) + Zα(λ− λ0) +O((λ− λ0)2) .

To measure how a vector field W changes along s 7→ γ(s, λ), one introduces
the differential operator D/ds, defined as

DW µ

ds
:=

∂(W µ ◦ γ)

∂s
+ Γµαβ γ̇

βWα (A.14.1)

= γ̇β
∂W µ

∂xβ
+ Γµαβ γ̇

βWα (A.14.2)

= γ̇β∇βW µ . (A.14.3)

(It would perhaps be more logical to write DWµ

∂s in the current context, but
this is rarely done. Another notation for D

ds often used in the mathematical
literature is γ∗∂s.) The last two lines only make sense if W is defined in a
whole neighbourhood of γ, but for the first it suffices that W (s) be defined
along s 7→ γ(s, λ). (One possible way of making sense of the last two lines
is to extend, whenever possible, W µ to any smooth vector field defined in a
neighorhood of γµ(s, λ), and note that the result is independent of the particular
choice of extension because the equation involves only derivatives tangential to
s 7→ γµ(s, λ).)

Analogously one sets

DW µ

dλ
:=

∂(W µ ◦ γ)

∂λ
+ Γµαβ∂λγ

βWα (A.14.4)

= ∂λγ
β ∂W

µ

∂xβ
+ Γµαβ∂λγ

βWα (A.14.5)

= Zβ∇βW µ . (A.14.6)

Note that since s→ γ(s, λ) is a geodesic we have from (A.14.1) and (A.14.3)

D2γµ

ds2
:=

Dγ̇µ

ds
=
∂2γµ

∂s2
+ Γµαβ γ̇

β γ̇α = 0 . (A.14.7)

(This is sometimes written as γ̇α∇αγ̇µ = 0, which is again an abuse of notation
since typically we will only know γ̇µ as a function of s, and so there is no such
thing as ∇αγ̇µ.) Furthermore,

DZµ

ds
=︸︷︷︸

(A.14.1)

∂2γµ

∂s∂λ
+ Γµαβ γ̇

β∂λγ
α =︸︷︷︸
(A.14.4)

Dγ̇µ

dλ
, (A.14.8)
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(The abuse-of-notation derivation of the same formula proceeds as:

∇γ̇Zµ = γ̇ν∇νZµ = γ̇ν∇ν∂λγµ =︸︷︷︸
(A.14.3)

∂2γµ

∂s∂λ
+ Γµαβ γ̇

β∂λγ
α =︸︷︷︸
(A.14.6)

Zβ∇β γ̇µ

= ∇Z γ̇µ , (A.14.9)

which can then be written as

∇γ̇Z = ∇Z γ̇ .) (A.14.10)

We have the following identity for any vector field W defined along γµ(s, λ),
which can be proved by e.g. repeating the calculation leading to (A.12.9):

D

ds

D

dλ
W µ − D

dλ

D

ds
W µ = Rµδαβ γ̇

αZβW δ . (A.14.11)

If W µ = γ̇µ the second term at the left-hand side of (A.14.11) vanishes, and
from D

dλ γ̇ = D
dsZ we obtain

D2Zµ

ds2
(s) = Rµσαβ γ̇

αZβ γ̇σ . (A.14.12)

This is an equation known as the Jacobi equation, or as the geodesic deviation
equation; in index-free notation:

D2Z

ds2
= R(γ̇, Z)γ̇ . (A.14.13)

Solutions of (A.14.13) are called Jacobi fields along γ.

Incidentally: The advantage of the abuse-of-notation equations above is that,
instead of adapting the calculation, one can directly invoke the result of Proposi-
tion A.12.3to obtain (A.14.11):

D2Zµ

ds2
(s) = γ̇α∇α(γ̇β∇βZµ)

= γ̇α∇α(Zβ∇βγ̇µ)

= (γ̇α∇αZβ)∇β γ̇µ + Zβ γ̇α∇α∇β γ̇µ
= (γ̇α∇αZβ)∇β γ̇µ + Zβ γ̇α(∇α∇β −∇β∇α)γ̇µ + Zβ γ̇α∇β∇αγ̇µ
= (γ̇α∇αZβ)∇β γ̇µ + Zβ γ̇αRµσαβ γ̇

σ + Zβ γ̇α∇β∇αγ̇µ
= (γ̇α∇αZβ)∇β γ̇µ + Zβ γ̇αRµσαβ γ̇

σ

+Zβ∇β(γ̇α∇αγ̇µ︸ ︷︷ ︸
0

)− (Zβ∇β γ̇α)∇αγ̇µ . (A.14.14)

A renaming of indices in the first and the last term gives

(γ̇α∇αZβ)∇β γ̇µ − (Zβ∇β γ̇α)∇αγ̇µ = (γ̇α∇αZβ − Zα∇αγ̇β)∇β γ̇µ ,

which is zero by (A.14.10). This leads again to (A.14.12). 2
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A.15 Exterior algebra

A preferred class of tensors is provided by those that are totally antisymmetric
in all indices. Such k-covariant tensors are called k-forms. They are of spe-
cial interest because they can naturally be used for integration. Furthermore,
on such tensors one can introduce a differentiation operation, called exterior
derivative, which does not require a connection.

By definition, functions are zero-forms, and covectors are one-forms.

Let αi, i = 1, . . . , k, be a collection of one-forms, the exterior product of the
αi’s is a k-form defined as

(α1 ∧ · · · ∧ αk)(X1, . . . ,Xk) = det (αi(Xj)) , (A.15.1)

where det (αi(Xj)) denotes the determinant of the matrix obtained by applying
all the αi’s to all the vectors Xj . For example

(dxa ∧ dxb)(X,Y ) = XaY b − Y aXb .

Note that

dxa ∧ dxb = dxa ⊗ dxb − dxb ⊗ dxa ,

which is twice the antisymmetrisation dx[a ⊗ dxb].
Quite generally, if α is a totally anti-symmetric k-covariant tensor with

coordinate coefficients αa1...ak , then

α = αa1...akdx
a1 ⊗ · · · ⊗ dxak

= αa1...akdx
[a1 ⊗ · · · ⊗ dxak ]

=
1

k!
αa1...akdx

a1 ∧ · · · ∧ dxak

=
∑

a1<···<ak
αa1...akdx

a1 ∧ · · · ∧ dxak . (A.15.2)

The middle formulae exhibits the factorial coefficients needed to go from tensor
components to the components in the dxa1 ∧ · · · ∧ dxak basis.

Equation (A.15.2) makes it clear that in dimension n for any non-trivial k-
form we have k ≤ n. It also shows that the dimension of the space of k-forms,
with 0 ≤ k ≤ n, equals (

n
k

)
=

n!

k!(n − k)!
.

A differential form is defined as a linear combination of k-forms, with k
possibly taking different values for different summands.

Let Y be a vector and α a k-form. The contraction Y ⌋α, also called the
interior product of Y and α, is a (k − 1)-form defined as

(Y ⌋α)(X1, . . . ,Xk−1) := α(Y,X1, . . . ,Xk−1) . (A.15.3)

The operation Y ⌋ is often denoted by iY .
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Let α be a k-form and β an ℓ-form, the exterior product α ∧ β of α and β,
also called wedge product, is defined using bilinearity:

α ∧ β ≡
( ∑

a1<···<ak
αa1...akdx

a1 ∧ · · · ∧ dxak
)
∧


 ∑

b1<···<bℓ
βb1...bℓdx

b1 ∧ · · · ∧ dxbℓ



:=
∑

a1<···<ak , b1<···<bℓ
αa1...akβb1...bℓ ×

dxa1 ∧ · · · ∧ dxak ∧ dxb1 ∧ · · · ∧ dxbℓ . (A.15.4)

The product so-defined is associative:

α ∧ (β ∧ γ) = (α ∧ β) ∧ γ =: α ∧ β ∧ γ . (A.15.5)

Incidentally: In order to establish (A.15.5), we start by rewriting the definition
of the wedge product of a k-form α and l-form β as

(α ∧ β) (X1 . . . , Xk+l) :=
1

k!

1

l!

∑

π∈Sk+l

sgn(π) (α⊗ β) (Xπ(1), . . . , Xπ(k+l)) ,

(A.15.6)
where Xi ∈ Γ(TM) for i = 1, . . . , k + l.

Let Sp denote the group of permutations of p elements and let Ωℓ(M) denote
the space of ℓ-forms. For α ∈ Ωk(M), β ∈ Ωl(M) and γ ∈ Ωm(M) we have

((α ∧ β) ∧ γ)(X1, . . . , Xk+l+m)

=
1

(k + l)!m!

∑

π∈Sk+l+m

sgn(π) ((α ∧ β)⊗ γ) (Xπ(1), . . . , Xπ(k+l+m))

=
1

(k + l)!m!

∑

π∈Sk+l+m

sgn(π)(α ∧ β)(Xπ(1), . . . , Xπ(k+l)) · γ(Xπ(k+l+1), . . . , Xπ(k+l+m))

=
1

(k + l)!k!l!m!

∑

π∈Sk+l+m

sgn(π)
∑

π′∈Sk+l

sgn(π′)(α⊗ β)(Xπ′(π(1)), . . . , Xπ′(π(k+l))) ·

γ(Xπ(k+l+1), . . . , Xπ(k+l+m)) . (A.15.7)

We introduce a new permutation π′′ ∈ Sk+l+m such that

π′′(π(i)) =

{
π′(π(i)) for 1 ≤ i ≤ k + l ,
π(i) for i > k + l ,

which implies sgn(π′′) = sgn(π′). One then obtains

((α ∧ β) ∧ γ)(X1, . . . , Xk+l+m)

=
1

(k + l)!k!l!m!

∑

π′∈Sk+l

sgn(π′)
∑

π∈Sk+l+m

sgn(π)((α ⊗ β)⊗ γ)(Xπ′′(π(1)), . . . , Xπ′′(π(k+l+m))) .

Set σ := π′′ ◦ π. Then sgn(σ) = sgn(π′′)sgn(π), thus

sgn(π) = sgn(σ)sgn(π′′) = sgn(σ)sgn(π′)
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and we get

((α ∧ β) ∧ γ)(X1, . . . , Xk+l+m)

=
1

(k + l)!k!l!m!

∑

π′∈Sk+l

(sgn(π′))2

︸ ︷︷ ︸
=(k+l)!

∑

σ∈Sk+l+m

sgn(σ)((α ⊗ β)⊗ γ)(Xσ(1), . . . , Xσ(k+l+m))

=
1

k!l!m!

∑

σ∈Sk+l+m

sgn(σ)((α ⊗ β)⊗ γ)(Xσ(1), . . . , Xσ(k+l+m)) .(A.15.8)

A similar calculation gives

(α ∧ (β ∧ γ))(X1, . . . , Xk+l+m)

=
1

k!l!m!

∑

σ∈Sk+l+m

sgn(σ)(α ⊗ (β ⊗ γ))(Xσ(1), . . . , Xσ(k+l+m)) , (A.15.9)

and the associativity of the wedge product follows.
The above calculations lead to the following form of the wedge product of n

forms, where associativity is hidden in the notation:

(α1 ∧ · · · ∧ αn)(X1, . . . , Xk1+...+kn)

=
1

k1! · · · kn!

∑

π∈Sk1+...+kn

sgn(π)(α1 ⊗ · · · ⊗ αn)(Xπ(1), . . . , Xπ(k1+...+kn)) ,

(A.15.10)

where αi ∈ Ωki(M) for i = 1, . . . , n and Xj ∈ Γ(TM) for j = 1, . . . , k1 + . . .+ kn.
Let us apply the last formula to one-forms: if αi ∈ Ω1(M) we have

(α1 ∧ · · · ∧ αn)(X1, . . . , Xn) =
∑

π∈Sn

sgn(π)(α1 ⊗ · · · ⊗ αn)(Xπ(1), . . . , Xπ(n))

=
∑

π∈Sn

sgn(π)
n∏

i=1

αi(Xπ(i))

= det(αi(Xj)) , (A.15.11)

where we have used the Leibniz formula for determinants. 2

The exterior derivative of a differential form is defined as follows:

1. For a zero form f , the exterior derivative of f is its usual differential df .

2. For a k-form α, its exterior derivative dα is a (k + 1)-form defined as

dα ≡ d
(

1

k!
αµ1...µkdx

µ1 ∧ · · · ∧ dxµk
)

:=
1

k!
dαµ1...µk ∧ dxµ1 ∧ · · · ∧ dxµk .

(A.15.12)
Equivalently

dα =
1

k!
∂βαµ1...µkdx

β ∧ dxµ1 ∧ · · · ∧ dxµk

=
k + 1

(k + 1)!
∂[βαµ1...µk ]dx

β ∧ dxµ1 ∧ · · · ∧ dxµk , (A.15.13)
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which can also be written as

(dα)µ1...µk+1
= (k + 1) ∂[µ1αµ2...µk+1] . (A.15.14)

One easily checks, using ∂α∂βy
γ = ∂β∂αy

γ , that the exterior derivative
behaves as a tensor under coordinate transformations. An “active way” of
saying this is

d(φ∗α) = φ∗(dα) , (A.15.15)

for any differentiable map φ. The tensorial character of d is also made clear by
noting that for any torsion-free connection ∇ we have

∂[µ1αµ2...µk+1] = ∇[µ1αµ2...µk+1] . (A.15.16)

Again by symmetry of second derivatives, it immediately follows from (A.15.12)
that d(df) = 0 for any function, and subsequently also for any differential form:

d2α := d(dα) = 0 . (A.15.17)

A coordinate-free definition of dα is

dα(X0,X1, . . . ,Xk) =
∑

0≤j≤k
(−1)jXj

(
α(X0, . . . , X̂j , . . . Xk)

)

+
∑

0≤i<j≤k
(−1)i+jα([Xi,Xj ],X0, . . . , X̂j , . . . Xk) , (A.15.18)

where X̂ℓ denotes the omission of the vector Xℓ.

It is not too difficult to prove that if
k
α is a k-form and

ℓ
β is an ℓ-form, then

the following version of the Leibniz rule holds:

d(
k
α ∧

ℓ
β) = (d

k
α)∧

ℓ
β +(−1)k

k
α ∧(d

ℓ
β) . (A.15.19)

In dimension n, let σ ∈ {±1} denote the parity of a permutation, set

ǫµ1...µn =

{ √
|det gαβ |σ(µ1 . . . µn) if (µ1 . . . µn) is a permutation of (1 . . . n);

0 otherwise.

The Hodge dual ⋆α of a k-form α = αµ1...µkdx
µ1 ⊗ · · · ⊗ dxµk is a (n− k)-form

defined as

⋆α =
1

k!(n − k)!
ǫµ1...µkµk+1...µnα

µ1...µkdxµk+1 ⊗ · · · ⊗ dxµn . (A.15.20)

Equivalently,

⋆αµk+1...µn =
1

k!(n− k)!
ǫµ1...µkµk+1...µnα

µ1...µk . (A.15.21)

For example, in Euclidean three-dimensional space,

⋆1 = dx ∧ dy ∧ dz , ⋆dx = dy ∧ dz , ⋆(dy ∧ dz) = dx , ⋆(dx ∧ dy ∧ dz) = 1 ,

etc. In Minkowski four-dimensional spacetime we have, e.g.,

⋆dt = −dx ∧ dy ∧ dz , ⋆dx = −dy ∧ dz ∧ dt ,
⋆(dt ∧ dx) = −dy ∧ dz , ⋆(dx ∧ dy) = −dz ∧ dt , ⋆(dx ∧ dy ∧ dz) = −dt .
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A.16 Submanifolds, integration, and Stokes’ theo-
rem

When integrating on manifolds, the starting observation is that the integral of
a scalar function f with respect to the coordinate measure

dnx := dx1 · · · dxn

is not a coordinate-independent operation. This is due to the fact that, under
a change of variables x 7→ x̄(x), one has

∫

Rn

f̄(x̄)dnx̄ =

∫

Rn

f̄(x̄(x))︸ ︷︷ ︸
f(x)

|Jx 7→x̄(x)|dnx , (A.16.1)

where the Jacobian Jx 7→x̄ is the determinant of the Jacobi matrix,

Jx 7→x̄ =

∣∣∣∣
∂(x̄1, . . . , x̄n)

∂(x1, . . . , xn)

∣∣∣∣ .

Supposing that we have a metric

g = gij(x)dxidxj = gij(x)
∂xi

∂x̄k
(x̄(x))

∂xj

∂x̄ℓ
(x̄(x)) dx̄kdx̄ℓ = ḡkℓ(x̄(x))dx̄kdx̄ℓ

(A.16.2)
at our disposal, the problem can be cured by introducing the metric measure

dµg :=
√

det gijd
nx . (A.16.3)

Indeed, using

x (x̄(x)) = x =⇒ ∂xk

∂x̄ℓ
(x̄(x))

∂x̄ℓ

∂xi
(x) = δki =⇒ Jx̄ 7→x (x̄(x)) Jx 7→x̄(x) = 1 ,

it follows from (A.16.2) that

√
det ḡij (x̄(x)) =

√
det gij(x)|Jx̄ 7→x (x̄(x)) | =

√
det gij(x)

|Jx 7→x̄(x)| ,

hence

dµg ≡
√

det gij(x)dnx =
√

det ḡij (x(x̄))|Jx 7→x̄ (x) |dnx . (A.16.4)

This shows that
∫

Rn

f(x)
√

det gijd
nx =

∫

Rn

f(x)
√

det ḡij |Jx 7→x̄ (x) |dnx .

Comparing with (A.16.1), this is equal to

∫

Rn

f(x)dµg =

∫

Rn

f (x(x̄))
√

det ḡijd
nx̄ =

∫

Rn

f̄(x̄)dµḡ .
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A similar formula holds for subsets of R
n. We conclude that the metric

measure dµg is the right thing to use when integrating scalars over a manifold.

Now, when defining conserved charges we have been integrating on submani-
folds. The first naive thought would be to use the spacetime metric determinant
as above for that, e.g., in spacetime dimension n+ 1,

∫

{x0=0}
f =

∫

Rn

f(0, x1, . . . , xn)
√

det gµνdx
1 . . . dxn .

This does not work because if we take g to be the Minkowski metric on R
n,

and replace x0 by x̄0 using x0 = 2x̄0, the only thing that will change in the last
integral is the determinant

√
det gµν , giving a different value for the answer.

So, to proceed, it is useful to make first a short excursion into hypersurfaces,
induced metrics and measures.

A.16.1 Hypersurfaces

A subset S ⊂ M is called a hypersurface if near every point p ∈ S there
exists a coordinate system {x1, . . . , xn} on a neighborhood U of p in M and a
constant C such that

S ∩U = {x1 = C} .
For example, any hyperplane {x1 = const} in R

n is a hypersurface. Similarly,
a sphere {r = R} in R

n is a hypersurface if R > 0.

Further examples include graphs,

x1 = f(x2, . . . , xn−1) ,

which is seen by considering new coordinates (x̄i) = (x1 − f, x2, . . . xn).

A standard result in analysis asserts that if ϕ is a differentiable function on
an open set Ω such that dϕ nowhere zero on Ω ∩ {ϕ = c} for some constant c,
then

Ω ∩ {ϕ = c}
forms a hypersurface in Ω.

A vector X ∈ TpM , p ∈ S , is said to be tangent to S if there exists
a differentiable curve γ with image lying on S , with γ(0) = p, such that
X = γ̇(0). One denotes by TS the set of such vectors. Clearly, the bundle
TS of all vectors tangent to S , defined when S is viewed as a manifold on
its own, is naturally diffeomorphic with the bundle TS ⊂ TM just defined.

As an example, suppose that S = {x1 = C} for some constant C, then TS

is the collection of vectors defined along S for which X1 = 0.

As another example, suppose that

S = {x0 = f(xi)} (A.16.5)

for some differentiable function f . Then a curve γ lies on S if and only if

γ0 = f(γ1, . . . , γn) ,
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and so its tangent satisfies

γ̇0 = ∂1f γ̇
1 + . . .+ ∂nf γ̇

n .

We conclude that X is tangent to S if and only if

X0 = X1∂1f + . . .+Xn∂nf = Xi∂if ⇐⇒ X = Xi∂if∂0 +Xi∂i . (A.16.6)

Equivalently, the vectors
∂if∂0 + ∂i

form a basis of the tangent space TS .
Finally, if

S = Ω ∩ {ϕ = c} (A.16.7)

then for any curve lying on S we have

ϕ(γ(s)) = c ⇐⇒ γ̇µ∂µϕ = 0 and ϕ(γ(0)) = c .

Hence, a vector X ∈ TpM is tangent to S if and only if ϕ(p) = c and

Xµ∂µϕ = 0 ⇐⇒ X(ϕ) = 0 ⇐⇒ dϕ(X) = 0 . (A.16.8)

A one-form α is said to annihilate TS if

∀X ∈ TS α(X) = 0 . (A.16.9)

The set of such one-forms is called the annihilator of TS , and denoted as
(TS )o. By elementary algebra, (TS )o is a one-dimensional subset of T ∗M .
So, (A.16.8) can be rephrased as the statement that dϕ annihilates TS .

A vector Y ∈ TpM is said to be normal to S if Y is orthogonal to every
vector in X ∈ TpS , where TpS is viewed as a subset of TpM . Equivalently, the
one form g(Y, ·) annihilates TpS . If N has unit length, g(N,N) ∈ {−1,+1},
then N is said to be the unit normal. Thus,

∀X ∈ TS g(X,N) = 0 , g(N,N) = ǫ ∈ {±1} . (A.16.10)

In Riemannian geometry only the plus sign is possible, and a unit normal vector
always exists. This might not be the case in Lorentzian geometry: Indeed,
consider the hypersurface

S = {t = x} ⊂ R
1,1 (A.16.11)

in two-dimensional Minkowski spacetime. A curve lying on S satisfies γ0(s) =
γ1(s), hence X is tangent to S if and only if X0 = X1. Let Y be orthogonal
to X 6= 0, then

0 = η(X,Y ) = X0(−Y 0 + Y 1) ,

whence
Y 0 = Y 1 . (A.16.12)

We conclude that, for non-zero X,

0 = η(X,Y ) ⇒ Y ∈ TS , in particular 0 = η(Y, Y ),
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and so no such vector Y can have length one or minus one.
Since vectors of the form (A.16.12) are tangent to S as given by (A.16.11),

we also reach the surprising conclusion that vectors normal to S coincide with
vectors tangent to S in this case.

Suppose that the direction normal to S is timelike or spacelike. Then the
metric h induced by g on S is defined as

∀ X,Y ∈ TS h(X,Y ) = g(X,Y ) . (A.16.13)

Hence, h coincides with g whenever both are defined, but we are only allowed
to consider vectors tangent to S when using h.

Some comments are in order: If g is Riemannian, then normals to S are
spacelike, and (A.16.13) defines a Riemannian metric on S . For Lorentzian g’s,
it is easy to see that h is Riemannian if and only if vectors orthogonal to S are
timelike, and then S is called spacelike. Similarly, h is Lorentzian if and only
if vectors orthogonal to S are spacelike, and then S is called timelike. When
the normal direction to S is null, then (A.16.13) defines a symmetric tensor on
S with signature (0,+, · · · ,+), which is degenerate and therefore not a metric;
such hypersurfaces are called null, or degenerate.

If S is not degenerate, it comes equipped with a Riemannian or Lorentzian
metric h. This metric defines a measure dµh which can be used to integrate
over S .

We are ready now to formulate the Stokes theorem for open bounded sets:
Let Ω be a bounded open set with piecewise differentiable boundary and assume
that there exists a well-defined field of exterior-pointing conormals N = Nµdx

µ

to Ω. Then for any differentiable vector field X it holds that
∫

Ω
∇αXαdµg =

∫

∂Ω
XµNµdS . (A.16.14)

If ∂Ω is non-degenerate, Nµ can be normalised to have unit length, and then
dS is the measure dµh associated with the metric h induced on ∂Ω by g.

The definition of dS for null hypersurfaces is somewhat more complicated.
The key point is that (A.16.14) remains valid for a suitable measure dS on
null components of the boundary. This measure is not uniquely defined by the
geometry of the problem, but the product NµdS is.

Incidentally: In order to prove (A.16.14) on a smooth null hypersurface N one
can proceed as follows. Let use denote by N any smooth field of null normals to
N ; compare Appendix A.23, p. 316, where such a field is denoted by L. The field
N is defined up to multiplication by a nowhere-vanishing smooth function. We can
find an ON-frame {eµ} so that the vector fields e2, . . . en are tangent to N and
orthogonal to N , with

N = e0 + e1 . (A.16.15)

Note that {e0, e1} form an ON-basis of the space {e2, . . . , en}⊥, and are thus de-
fined up to changes of signs (e0, e1) 7→ (±e0,±e1) and two-dimensional Lorentz
transformations. If N = ∂Ω we choose e0 to be outwards directed; then (A.16.15)
determines the orientation of e1.

Let {θµ} be the dual basis, thus the volume form dµg is

dµg = θ0 ∧ · · · ∧ θn .
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Set
dS := −θ1 ∧ · · · ∧ θn|N ,

where (· · ·)|N denotes the pull-back to N . It holds that

dS = −θ0 ∧ θ2 ∧ · · · ∧ θn|N . (A.16.16)

Indeed, we have X⌋dµg|N = 0 for any vector field tangent to N , in particular

0 = N⌋dµg|N =
(
θ1 ∧ θ2 ∧ · · · ∧ θn − θ0 ∧ θ2 ∧ · · · ∧ θn

)∣∣
N
,

which is (A.16.16).
In the formalism of differential forms Stokes’ theorem on oriented manifolds

reads ∫

Ω

∇µXµdµg =

∫

∂Ω

X⌋dµg . (A.16.17)

If ∂Ω is null, in the adapted frame just described we have XµNµ = −X0 +X1 and

X⌋dµg|∂Ω =
(
X0θ1 ∧ · · · ∧ θn −X1θ0 ∧ θ2 ∧ · · · ∧ θn

)
|∂Ω = (−X0 +X1)dS

= XµNµdS , (A.16.18)

as desired.
Since the left-hand side of (A.16.18) is independent of any choices made, so is

the right-hand side. 2

Remark A.16.2 The reader might wonder how (A.16.14) fits with the usual version
of the divergence theorem

∫

Ω

∂αX
αdµg =

∫

∂Ω

XµdSµ , (A.16.19)

which holds for sets Ω which can be covered by a single coordinate chart. For this
we note the identity

∇µXµ =
1√
| det g|

∂µ
(√
| det g|Xµ

)
, (A.16.20)

which gives

∫

Ω

∇αXαdµg =

∫

Ω

1√
| det g|

∂α
(√
| det g|Xα

)√
| det g|dnx =

∫

Ω

∂α
(√
| det g|Xα

)
dnx .

(A.16.21)
This should make clear the relation between (A.16.19) and (A.16.14). 2

A.17 Odd forms (densities)

The purpose of this section is to review the notion of an odd differential n-form
on a manifold M ; we follow the very clear approach of [270].

Locally, in a vicinity of a point x0, an odd form may be defined as an
equivalence class [(αn,O)], where αn is a differential n-form defined in a neigh-
bourhood U and O is an orientation of U ; the equivalence relation is given
by:

(αn,O) ∼ (−αn,−O) ,
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where −O denotes the orientation opposite to O. Using a partition of unity,
we may define odd forms globally, even if the manifold is non-orientable.

Odd differential n-forms on an m-dimensional manifold can be described
using antisymmetric contravariant tensor densities of rank r = (m − n) (see
[254]). Indeed, if f i1...ir are components of such a tensor density with respect to
a coordinate system (xi), then we may assign to f an odd n-form defined by the
representative (αn,O), where O is the local orientation carried by (x1, . . . , xm)
and

αn := f i1...ir
(

∂

∂xi1
∧ . . . ∧ ∂

∂xir

)
y( dx1 ∧ . . . ∧ dxm) .

In particular, within this description scalar densities (i.e., densities of rank
m − n = 0) are odd forms of maximal rank, whereas vector densities are odd
(m− 1)-forms.

Odd n-forms are designed to be integrated over externally oriented n-dimen-
sional submanifolds. An exterior orientation of a submanifold Σ is an orienta-
tion of a bundle of tangent vectors transversal with respect to Σ. The integral of
an odd form α̃n = [(αn,O)] over a n-dimensional submanifold D with exterior
orientation Oext is defined as follows:

∫

(D,Oext)

α̃n :=

∫

(D,Oint)

αn ,

where Oint is an internal orientation of D, such that (Oext,Oint) = O; it should
be obvious that the result does not depend upon the choice of a representative.
For example, a flow through a hypersurface depends usually upon its exterior
orientation (given by a transversal vector) and does not feel any interior orien-
tation. Similarly, the canonical formalism in field theory uses structures, which
are defined in terms of flows through Cauchy hypersurfaces in spacetime. This
is why canonical momenta are described by odd (m−1)-forms. The integrals of
such forms are insensitive to any internal orientation of the hypersurfaces they
are integrated upon, but are sensitive to a choice of the time arrow (i.e., to its
exterior orientation).

The Stokes theorem generalizes to odd forms in a straightforward way:
∫

(D,Oext)

dα̃n−1 =

∫

∂(D,Oext)

α̃n−1 ,

where d[(αn,O)] := [( dαn,O)] and ∂(D,Oext) is the boundary of D, equipped
with an exterior orientation inherited in the canonical way from (D,Oext). This
means that if (e1, . . . , em−n) is an oriented basis of vectors transversal to D and
if f is a vector tangent to D, transversal to ∂D and pointing outwards of D,
then the exterior orientation of ∂(D,Oext) is given by (e1, . . . , em−n, f).

A.18 Moving frames

A formalism which is very convenient for practical calculations is that of moving
frames; it also plays a key role when considering spinors. By definition, a
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moving frame is a (locally defined) field of bases {ea} of TM such that the
scalar products

gab := g(ea, eb) (A.18.1)

are point independent. In most standard applications one assumes that the ea’s
form an orthonormal basis, so that gab is a diagonal matrix with plus and minus
ones on the diagonal. However, it is sometimes convenient to allow other such
frames, e.g. with isotropic vectors being members of the frame.

It is customary to denote by ωabc the associated connection coefficients:

ωabc := θa(∇eceb) ⇐⇒ ∇Xeb = ωabcX
cea , (A.18.2)

where, as elsewhere, {θa(p)} is a basis of T ∗
pM dual to {ea(p)} ⊂ TpM ; we will

refer to θa as a coframe. The connection one forms ωab are defined as

ωab(X) := θa(∇Xeb) ⇐⇒ ∇Xeb = ωab(X)ea ; . (A.18.3)

As always we use the metric to raise and lower indices, even though the ωabc’s
do not form a tensor, so that

ωabc := gadω
e
bc , ωab := gaeω

e
b . (A.18.4)

When ∇ is metric compatible, the ωab’s are anti-antisymmetric: indeed, as the
gab’s are point independent, for any vector field X we have

0 = X(gab) = X(g(ea, eb)) = g(∇Xea, eb) + g(ea,∇Xeb)
= g(ωca(X)ec, eb) + g(ea, ω

d
b(X)ed)

= gcbω
c
a(X) + gadω

d
b(X)

= ωba(X) + ωab(X) .

Hence
ωab = −ωba ⇐⇒ ωabc = −ωbac . (A.18.5)

One can obtain a formula for the ωab’s in terms of Christoffels, the frame
vectors and their derivatives: In order to see this, we note that

g(ea,∇eceb) = g(ea, ω
d
bced) = gadω

d
bc = ωabc . (A.18.6)

Rewritten the other way round this gives an alternative equation for the ω’s
with all indices down:

ωabc = g(ea,∇eceb) ⇐⇒ ωab(X) = g(ea,∇Xeb) . (A.18.7)

Then, writing
ea = ea

µ∂µ ,

we find

ωabc = g(ea
µ∂µ, ec

λ∇λeb)
= gµσea

µec
λ(∂λeb

σ + Γσλνeb
ν) . (A.18.8)
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Next, it turns out that we can calculate the ωab’s in terms of the Lie brackets
of the vector fields ea, without having to calculate the Christoffel symbols. This
shouldn’t be too surprising, since an ON frame defines the metric uniquely. If
∇ has no torsion, from (A.18.7) we find

ωabc − ωacb = g(ea,∇eceb −∇ebec) = g(ea, [ec, eb]) .

We can now carry out the usual cyclic-permutations calculation to obtain

ωabc − ωacb = g(ea, [ec, eb]) ,

−(ωbca − ωbac) = −g(eb, [ea, ec]) ,
−(ωcab − ωcba) = −g(ec, [eb, ea]) .

So, if the connection is the Levi-Civita connection, summing the three equations
and using (A.18.5) leads to

ωcba =
1

2

(
g(ea, [ec, eb])− g(eb, [ea, ec])− g(ec, [eb, ea])

)
. (A.18.9)

Equations (A.18.8)-(A.18.9) provide explicit expressions for the ω’s; yet another
formula can be found in (A.18.11) below. While it is useful to know that
there are such expressions, and while those expressions are useful to estimate
things for PDE purposes, they are rarely used for practical calculations; see
Example A.18.3 for more comments about that last issue.

It turns out that one can obtain a simple expression for the torsion of ω
using exterior differentiation. Recall that if α is a one-form, then its exterior
derivative dα can be calculated using the formula

dα(X,Y ) = X(α(Y ))− Y (α(X)) − α([X,Y ]) . (A.18.10)

Exercice A.18.1 Use (A.18.9) and (A.18.10) to show that

ωcba =
1

2

(
− ηad dθd(ec, eb) + ηbd dθ

d(ea, ec) + ηcd dθ
d(eb, ea)

)
. (A.18.11)

2

We set
T a(X,Y ) := θa(T (X,Y )) ,

and using (A.18.10) together with the definition (A.9.16) of the torsion tensor
T we calculate as follows:

T a(X,Y ) = θa(∇XY −∇YX − [X,Y ])

= X(Y a) + ωab(X)Y b − Y (Xa)− ωab(Y )Xb − θa([X,Y ])

= X(θa(Y ))− Y (θa(X))− θa([X,Y ]) + ωab(X)θb(Y )− ωab(Y )θb(X)

= dθa(X,Y ) + (ωab ∧ θb)(X,Y ) .

It follows that
T a = dθa + ωab ∧ θb . (A.18.12)

In particular when the torsion vanishes we obtain the so-called Cartan’s first
structure equation

dθa + ωab ∧ θb = 0 . (A.18.13)
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Example A.18.2 As a simple example, we consider a two-dimensional metric of
the form

g = dx2 + e2fdy2 , (A.18.14)

where f could possibly depend upon x and y. A natural frame is given by

θ1 = dx , θ2 = efdy .

The first Cartan structure equations read

0 = dθ1︸︷︷︸
0

+ω1
b ∧ θb = ω1

2 ∧ θ2 ,

since ω1
1 = ω11 = 0 by antisymmetry, and

0 = dθ2︸︷︷︸
ef∂xfdx∧dy

+ω2
b ∧ θb = ∂xfθ

1 ∧ θ2 + ω2
1 ∧ θ1 .

It should then be clear that both equations can be solved by choosing ω12 propor-
tional to θ2, and such an ansatz leads to

ω12 = −ω21 = −∂xf θ2 = −∂x(ef ) dy . (A.18.15)

We continue this example on p. 288. 2

Example A.18.3 As another example of the moving frame technique we consider
(the most general) three-dimensional spherically symmetric metric

g = e2β(r)dr2 + e2γ(r)dθ2 + e2γ(r) sin2 θdϕ2 . (A.18.16)

There is an obvious choice of ON coframe for g given by

θ1 = eβ(r)dr , θ2 = eγ(r)dθ , θ3 = eγ(r) sin θdϕ , (A.18.17)

leading to
g = θ1 ⊗ θ1 + θ2 ⊗ θ2 + θ3 ⊗ θ3 ,

so that the frame ea dual to the θa’s will be ON, as desired:

gab = g(ea, eb) = diag(1, 1, 1) .

The idea of the calculation which we are about to do is the following: there is only
one connection which is compatible with the metric, and which is torsion free. If we
find a set of one forms ωab which exhibit the properties just mentioned, then they
have to be the connection forms of the Levi-Civita connection. As shown in the
calculation leading to (A.18.5), the compatibility with the metric will be ensured if
we require

ω11 = ω22 = ω33 = 0 ,

ω12 = −ω21 , ω13 = −ω31 , ω23 = −ω32 .

Next, we have the equations for the vanishing of torsion:

0 = dθ1 = − ω1
1︸︷︷︸

=0

θ1 − ω1
2θ

2 − ω1
3θ

3

= −ω1
2θ

2 − ω1
3θ

3 ,

dθ2 = γ′eγdr ∧ dθ = γ′e−βθ1 ∧ θ2
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= − ω2
1︸︷︷︸

=−ω1
2

θ1 − ω2
2︸︷︷︸

=0

θ2 − ω2
3θ

3

= ω1
2θ

1 − ω2
3θ

3 ,

dθ3 = γ′eγ sin θ dr ∧ dϕ+ eγ cos θ dθ ∧ dϕ = γ′e−βθ1 ∧ θ3 + e−γ cot θ θ2 ∧ θ3
= − ω3

1︸︷︷︸
=−ω1

3

θ1 − ω3
2︸︷︷︸

=−ω2
3

θ2 − ω3
3︸︷︷︸

=0

θ3

= ω1
3θ

1 + ω2
3θ

2 .

Summarising,

−ω1
2θ

2 − ω1
3θ

3 = 0 ,

ω1
2θ

1 − ω2
3θ

3 = γ′e−βθ1 ∧ θ2 ,
ω1

3θ
1 + ω2

3θ
2 = γ′e−βθ1 ∧ θ3 + e−γ cot θ θ2 ∧ θ3 .

It should be clear from the first and second line that an ω1
2 proportional to θ2 should

do the job; similarly from the first and third line one sees that an ω1
3 proportional

to θ3 should work. It is then easy to find the relevant coefficient, as well as to find
ω2

3:

ω1
2 = −γ′e−βθ2 = −γ′e−β+γdθ , (A.18.18a)

ω1
3 = −γ′e−βθ3 = −γ′e−β+γ sin θ dϕ , (A.18.18b)

ω2
3 = −e−γ cot θ θ3 = − cos θ dϕ . (A.18.18c)

We continue this example on p. 288. 2

It is convenient to define curvature two-forms:

Ωa
b = Rabcdθ

c ⊗ θd =
1

2
Rabcdθ

c ∧ θd . (A.18.19)

The second Cartan structure equation reads

Ωa
b = dωab + ωac ∧ ωcb . (A.18.20)

This identity is easily verified using (A.18.10):

Ωa
b(X,Y ) =

1

2
Rabcd θ

c ∧ θd(X,Y )︸ ︷︷ ︸
=XcY d−XdY c

= RabcdX
cY d

= θa(∇X∇Y eb −∇Y∇Xeb −∇[X,Y ]eb)

= θa(∇X(ωcb(Y )ec)−∇Y (ωcb(X)ec)− ωcb([X,Y ])ec)

= θa
(
X(ωcb(Y ))ec + ωcb(Y )∇Xec

−Y (ωcb(X))ec − ωcb(X)∇Y ec − ωcb([X,Y ])ec

)

= X(ωab(Y )) + ωcb(Y )ωac(X)

−Y (ωab(X)) − ωcb(X)ωac(Y )− ωab([X,Y ])

= X(ωab(Y ))− Y (ωab(X)) − ωab([X,Y ])︸ ︷︷ ︸
=dωab(X,Y )

+ωac(X)ωcb(Y )− ωac(Y )ωcb(X)

= (dωab + ωac ∧ ωcb)(X,Y ) .
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Equation (A.18.20) provides an efficient way of calculating the curvature tensor
of any metric.

Example A.18.4 In dimension two the only non-vanishing components of ωab are
ω1

2 = −ω2
1, and it follows from (A.18.20) that

Ω1
2 = dω1

2 + ω1
a ∧ ωa2 = dω1

2 . (A.18.21)

In particular (assuming that θ2 is dual to a spacelike vector, whatever the signature
of the metric)

Rdµg = Rθ1 ∧ θ2 = 2R12
12θ

1 ∧ θ2 = R1
2abθ

a ∧ θb = 2Ω1
2

= 2dω1
2 , (A.18.22)

where dµg is the volume two-form. 2

Incidentally: Example A.18.2 continued We have seen that the connection
one-forms for the metric

g = dx2 + e2fdy2 (A.18.23)

read
ω12 = −ω21 = −∂xf θ2 = −∂x(ef ) dy .

By symmetry the only non-vanishing curvature two-forms are Ω12 = −Ω21. From
(A.18.20) we find

Ω12 = dω12 + ω1b ∧ ωb2︸ ︷︷ ︸
=ω12∧ω2

2=0

= −∂2x(ef ) dx ∧ dy = −e−f∂2x(ef ) θ1 ∧ θ2 .

We conclude that
R1212 = −e−f∂2x(ef ) . (A.18.24)

(Compare Example A.12.6, p. 261.) For instance, if g is the unit round metric on the
two-sphere, then ef = sinx, and R1212 = 1. If ef = sinhx, then g is the canonical
metric on hyperbolic space, and R1212 = −1. Finally, the function ef = coshx
defines a hyperbolic wormhole, with again R1212 = −1. 2

Incidentally: Example A.18.3 continued: From (A.18.18) we find:

Ω1
2 = dω1

2 + ω1
1︸︷︷︸

=0

∧ω1
2 + ω1

2 ∧ ω2
2︸︷︷︸

=0

+ω1
3 ∧ ω3

2︸ ︷︷ ︸
∼θ3∧θ3=0

= −d(γ′e−β+γdθ)

= −(γ′e−β+γ)′dr ∧ dθ
= −(γ′e−β+γ)′e−β−γθ1 ∧ θ2

=
∑

a<b

R1
2abθ

a ∧ θb ,

which shows that the only non-trivial coefficient (up to permutations) with the pair
12 in the first two slots is

R1
212 = −(γ′e−β+γ)′e−β−γ . (A.18.25)

A similar calculation, or arguing by symmetry, leads to

R1
313 = −(γ′e−β+γ)′e−β−γ . (A.18.26)
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Finally,

Ω2
3 = dω2

3 + ω2
1 ∧ ω1

3 + ω2
2︸︷︷︸

=0

∧ω2
3 + ω2

3 ∧ ω3
3︸︷︷︸

=0

= −d(cos θ dϕ) + (γ′e−βθ2) ∧ (−γ′e−βθ3)

= (e−2γ − (γ′)2e−2β)θ2 ∧ θ3 ,
yielding

R2
323 = e−2γ − (γ′)2e−2β . (A.18.27)

The curvature scalar can easily be calculated now to be

R = Rij ij = 2(R12
12 +R13

13 +R23
23)

= −4(γ′e−β+γ)′e−β−γ + 2(e−2γ − (γ′)2e−2β) . (A.18.28)

2

Example A.18.7 Consider an n-dimensional Riemannian metric of the form

g = e2h(r)dr2 + e2f(r) h̊AB(xC)dxAdxB︸ ︷︷ ︸
=:̊h

. (A.18.29)

Let θ̊A be an ON -frame for h̊, with corresponding connection coefficients ω̊AB:

dθ̊A + ω̊AB ∧ θ̊B = 0 .

Set
θ1 = ehdr , θA = ef θ̊A .

Then the first structure equations,

dθ1︸︷︷︸
0

+ω1
B ∧ θB = 0 ,

d(ef θ̊A) + ehωA1 ∧ dr + efωAB ∧ θ̊B = 0 ,

are solved by
ωA1 = e−h(ef )′ θ̊A , ωAB = ω̊AB . (A.18.30)

This leads to

ΩA1 = dωA1 + ωAB ∧ ωB1

= e−h−f (e−h(ef )′)′ θ1 ∧ θA , (A.18.31)

ΩAB = Ω̊AB − e−2h−2f ((ef )′)2 θA ∧ θB , (A.18.32)

where Ω̊AB are the curvature two-forms of the metric h̊,

Ω̊AB =
1

2
R̊ABCD θ̊

A ∧ θ̊B =
e−2f

2
R̊ABCD θ

A ∧ θB . (A.18.33)

Hence

RA1B1 = −e−h−f(e−h(ef )′)′ δAB , (A.18.34)

RA1BC = 0 = R1
B , (A.18.35)

RABCD = e−2f R̊ABCD − e−2h−2f ((ef )′)2δA[CgD]B , (A.18.36)

RAC = −e−h−f
(
(e−h(ef )′)′ + (n− 2)e−h−f((ef )′)2

)
δAC

+e−2f R̊AC , (A.18.37)

R1
1 = −(n− 1)e−h−f (e−h(ef )′)′ , (A.18.38)

R = −(n− 1)e−h−f
(
2(e−h(ef )′)′ + (n− 2)e−h−f((ef )′)2

)

+e−2f R̊ . (A.18.39)
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Let g be the space-part of the Birmingham metrics (4.6.1)-(4.6.2), p. 150, thus
g takes the form (A.18.29) with

ef = r , e−2h = β − 2m

rn−2
− ǫr

2

ℓ2
, ǫ ∈ {0,±1} , (A.18.40)

where β, m and ℓ are real constants. Then

RA1B1 =
( ǫ
ℓ2
−m(n− 2)r−n

)
δAB , (A.18.41)

RA1BC = 0 = R1
B , (A.18.42)

RABCD = R̊ABCD −
( β
r2
− ǫ

ℓ2
+ 2mr−n

)
δA[CgD]B , (A.18.43)

RAB =
ℓ2(n− 2)

(
mr2 − βrn

)
+ ǫ(n− 1)rn+2

ℓ2rn+2
δAB

+r−2R̊AB , (A.18.44)

R1
1 = (n− 1)

( ǫ
ℓ2
−m(n− 2)r−n

)
, (A.18.45)

R =
(n− 1)

(
ǫnr2 − βℓ2(n− 2)

)

ℓ2r2
+ r−2R̊ . (A.18.46)

If h̊ is Einstein, with
R̊AB = (n− 2)βh̊AB , (A.18.47)

the last formulae above simplify to

RAB =
ℓ2(n− 2)r−n−2

(
β(n− 2)rn +mr2

)
+ ǫ(n− 1)

ℓ2
δAB , (A.18.48)

R =
ǫ(n− 1)n

ℓ2
. (A.18.49)

2

Example A.18.8 We can use (A.18.11),

ωcba =
1

2

(
− ηad dθd(ec, eb) + ηbd dθ

d(ea, ec) + ηcd dθ
d(eb, ea)

)
, (A.18.50)

to determine how the curvature tensor transforms under conformal rescalings. For
this let g = ηabθ

aθb with dηab = 0, and let

g = e2fg = ηab e
fθa︸︷︷︸
=:θa

⊗efθb ≡ ηabθ
a
θ
b
. (A.18.51)

If the vector fields {ea} form a basis dual to the basis {θa}, then the vector fields
ea = e−fea provide a basis dual to {θb},

ωcba =
1

2

(
− ηad d(efθd)(e−fec, e

−feb) + ηbd d(efθd)(e−fea, e
−fec)

+ηcd d(efθd)(e−feb, e
−fea)

)

= e−f
(
ωcba +

1

2

(
− ηad (df ∧ θd)(ec, eb) + ηbd (df ∧ θd)(ea, ec) + ηcd (df ∧ θd)(eb, ea)

))

= e−f
(
ωcba − ηa[bec](f) + ηb[cea](f) + ηc[aeb](f)

)

= e−f (ωcba − ηabec(f) + ηaceb(f)) . (A.18.52)
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Equivalently,

ωcb = ωcbaθ
a

= efωcbaθ
a = ωcb +

(
ηac∇bf − ηab∇cf

)
θa . (A.18.53)

Taking the exterior derivative one finds

Ωcb = Ωcb +
(
ηab∇d∇cf − ηac∇d∇bf

+ηac∇df∇bf + ηdb∇cf∇af − ηacηdb|df |2g
)
θa ∧ θd . (A.18.54)

Reexpressed in terms of the Riemann tensor, this reads

e2fRcbad = Rcbad + 2
(
ηb[a∇d]∇cf − ηc[a∇d]∇bf

+ηc[a∇d]f∇bf + ηb[d∇a]f∇cf − ηc[aηd]b|df |2g
)
, (A.18.55)

where the components Rcbad are taken with respect to a g-ON frame, and all com-
ponents of the right-hand side are taken with respect to a g-ON frame. Taking
traces we obtain, in dimension d,

e2fRac = Rac + (2− d)
(
∇a∇cf −∇af∇cf + |df |2gηac

)
−∆gfηac ,(A.18.56)

e2fR = R+ (1 − d)
(
2∆gf + (d− 2)|df |2g

)
. (A.18.57)

2

The Bianchi identities have a particularly simple proof in the moving frame
formalism. For this, let ψa be any vector-valued differential form, and define

Dψa = dψa + ωab ∧ ψb . (A.18.58)

Thus, in this notation the vanishing of torsion reads

Dθa = 0 . (A.18.59)

Whether or not the torsion vanishes, we find

Dτa = dτa + ωab ∧ τ b = d(dθa + ωab ∧ θb) + ωac ∧ (dθc + ωcb ∧ θb)
= dωab ∧ θb − ωab ∧ dθb + ωac ∧ (dθc + ωcb ∧ θb)
= Ωa

b ∧ θb .

If the torsion vanishes the left-hand side is zero, and we find

Ωa
b ∧ θb = 0 . (A.18.60)

This is equivalent to the first Bianchi identity:

0 = Ωa
b ∧ θb =

1

2
Rabcdθ

c ∧ θd ∧ θb = Ra[bcd]θ
c ∧ θd ∧ θb ⇐⇒ Ra[bcd] = 0 .

(A.18.61)
Next, for any differential form αb with two-frame indices, such as the cur-

vature two-form, we define

Dαab := dαab + ωac ∧ αcb − ωcb ∧ αac . (A.18.62)
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(The reader will easily work-out the obvious generalisation of this definition
to differential forms with any number of frame indices.) For the curvature
two-form we find

DΩa
b = d(dωab + ωac ∧ ωcb) + ωac ∧Ωc

b − ωcb ∧ Ωa
c

= dωac ∧ ωcb − ωac ∧ dωcb + ωac ∧ Ωc
b − ωcb ∧ Ωa

c

= (Ωa
c − ωae ∧ ωec) ∧ ωcb − ωac ∧ (Ωc

b − ωce ∧ ωeb)
+ωac ∧ Ωc

b − ωcb ∧ Ωa
c = 0 .

Thus

DΩa
b = 0 , (A.18.63)

Let us show that this is equivalent to the second Bianchi identity:

0 = DΩa
b =

1

2
Rabc;dθ

d ∧ θb ∧ θc =
1

2
Ra[bc;d]θ

d ∧ θb ∧ θc

⇐⇒ Ra[bc;d] = 0 . (A.18.64)

Here the only not-obviously-apparent fact is, if any, the second equality in the
first line of(A.18.64):

DΩa
b =

1

2

(
d(Rabefθ

e ∧ θf) + ωac ∧Rcbef θe ∧ θf − ωcb ∧Racef θe ∧ θf
)

=
1

2

(
dRabef︸ ︷︷ ︸

ek(Rabef ) θk

∧θe ∧ θf +Rabef dθe︸︷︷︸
−ωek∧θk

∧θf +Rabefθ
e ∧ dθf︸︷︷︸

−ωf k∧θk

+Rcbef ω
a
c ∧ θe ∧ θf −Racef ωcb ∧ θe ∧ θf

)

=
1

2
∇ekRabef θk ∧ θe ∧ θf , (A.18.65)

as desired.

A.19 Lovelock Theorems

In [191] Lovelock showed that the equations

Rij −
1

2
Rgij + Λgij = 8πTij

are the only second-order equations for the metric in spacetime dimension four
in which the “matter conservation law” ∇iT ij = 0 is a consequence of the
equations.3 In this Appendix we will present Lovelock’s results, and derive
some of them.

3Compare Remark A.19.2, Proposition A.19.4 and Theorem A.19.5 below.
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A.19.1 Lovelock Lagrangeans

As pointed out by Zumino [282], the moving-frame formalism of Appendix A.18
is particularly efficient in proving the “if part” of the following theorem of
Lovelock, in which Lagrangeans in spacetime dimension d are considered to be
d-forms:

Theorem A.19.1 (Lovelock [190]) Let the spacetime dimension be d. A diffeomorphism-
invariant Lagrangean L depending only upon the metric and its derivatives up
to order two leads to second-order field equations for the metric if and only if
L is a linear combination of the volume form and of the following d-forms,
with 2k + 2 ≤ d:

Lk = ǫa1...adΩa1a2 ∧ · · · ∧ Ωa2k+1a2k+2
∧ θa2k+3

∧ · · · ∧ θad . (A.19.1)

Remark A.19.2 A pure volume-form part of a Lagrangean contributes a cos-
mological constant to the field equations, while the variation of L0 produces
the Einstein tensor; cf. (A.19.6) and (A.19.10) below.

We emphasise that in each dimension there is only a finite number of such
Lagrangeans, e.g. in d = 4 only k = 0 and k = 1 occur. Proposition A.19.4
below shows that the case k = 1 and d = 4 is irrelevant as far as the field
equations are concerned, as it does not contribute to those equations.

Incidentally: Curiously enough, the integrand of the Weyl tube-volume formula [277]
involves only linear combinations of the Lovelock d-forms Lk. This raises the per-
plexing question of existence of a relation between the formula and the Lovelock
theorems.

Proof: We will only prove the easier part of the theorem, namely that the
variation of Lk produces a tensor which depends at most upon two derivatives
of the metric.

A variation of the metric will produce a variation δθa of the moving frame
and an associated variation δωab of the connection coefficients. From the form
of Lk we see that the derivatives ∂aδθ

a will enter in the variation δLk through
the variations δωab only. The contribution of undifferentiated variations δθa

will only produce terms which contain at most two derivatives of the metric.
Therefore, to establish the claim it suffices to show that the contribution of
the variations δωab of the connection coefficients to the variation of the action
vanishes.

From (A.18.20) we find

δΩa
b = d(δωab) + δωac ∧ ωcb + ωac ∧ δωcb = Dδωab . (A.19.2)

Using the vanishing of the torsion, Dθa = 0, and the second Bianchi identity,
DΩa

b = 0, one finds that the variation δLk of Lk associated with the δωab’s is
a full divergence and therefore will not contribute to the field equations:

δLk = ǫa1...ad
(
δΩa1a2 ∧ · · · ∧ Ωa2k+1a2k+2

∧ θa2k+3
∧ · · · ∧ θad + · · ·
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+Ωa1a2 ∧ · · · ∧ δΩa2k+1a2k+2
∧ θa2k+3

∧ · · · ∧ θad
)

= k ǫa1...ad Dδωa1a2 ∧ · · · ∧ Ωa2k+1a2k+2
∧ θa2k+3

∧ · · · ∧ θad
= k d

(
ǫa1...ad δωa1a2 ∧ · · · ∧ Ωa2k+1a2k+2

∧ θa2k+3
∧ · · · ∧ θad

)
. (A.19.3)

The result is thus established. 2

We emphasise that (A.19.2)-(A.19.3) hold for any variations of the con-
nection, whether associated with a variation of the frame coefficients or else.
This implies that the integral of Lk over a compact manifold does not depend
upon the metric when 2k+ 2 = d. Since any two Riemannian metric g1 and g2
on a manifold M can be joined together by the family of Riemannian metric
tg1 + (1− t)g2, t ∈ [0, 1], we conclude that:

Proposition A.19.4 Let (M,g) be a compact Riemannian manifold of even
dimension without boundary, then the integral

∫

M
Ld−2

2
(A.19.4)

is metric-independent.

In particular the integral (A.19.4) is an invariant of the differentiable struc-
ture of M .

Equation (A.19.9) below shows that Proposition A.19.4 with d = 2 is closely
related to the Gauss-Bonnet theorem,

∫

M
R = 4πχ(M) ≡ 8π(1 − g) , (A.19.5)

where g is genus and χ(M) is the Euler characteristic of M . Proposition A.19.4
fails, however, to convey the whole strength of (A.19.5), as it does not relate
the integral to the genus.

In order to determine the field equations arising from the Lagrangeans of
Theorem A.19.1 one needs to calculate

δLk

δgij
(A.19.6)

with 2k + 2 < d.

If we agree that L−1 is the volume form,

L−1 = θ1 ∧ · · · ∧ θd =
√
|det g| dx1 ∧ · · · ∧ dxd , (A.19.7)

then
δL−1

δgij
=

1

2
gij
√
|det g| dx1 ∧ · · · ∧ dxd . (A.19.8)

This expresses the well known fact that a multiple of the volume form in the
action contributes a cosmological-constant term to the field equations.
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Equation (A.19.9) with k = 0 requires d ≥ 2 and reads

L0 = ǫa1...adΩa1a2 ∧ θa3 ∧ · · · ∧ θad
=

1

2
ǫa1...adRa1a2

b1b2θb1 ∧ θb2 ∧ θa3 ∧ · · · ∧ θad

=
1

2
ǫa1...adǫb1b2a3...adRa1a2

b1b2 θ1 ∧ · · · ∧ θd

= (d− 2)! δ
[a1
b1
δ
a2]
b2
Ra1a2

b1b2θ1 ∧ · · · ∧ θd
= (d− 2)!R θ1 ∧ · · · ∧ θd
= (d− 2)!R

√
|det g| dx1 ∧ · · · ∧ dxd (A.19.9)

where, as usual, R is the scalar curvature. The corresponding contribution to
the field equations is the Einstein tensor:

δL0

δgij
∼ Gij ≡ Rij −

1

2
Rgij . (A.19.10)

In general the calculation of δLk/δgij might appear to be tricky because of
the constraints

0 = δgab = δ(gijθaiθ
b
j) , 0 = δT a = δ(dθa + ωab ∧ θb) , 0 = δ(ωab + ωba) ,

(A.19.11)
which have to be satisfied in an orthonormal frame formalism when the curva-
ture tensor arises from the Levi-Civita connection of a metric g. Fortunately,
it turns out that for Lagrangeans as in Theorem A.19.1 the equations

δL

δgij
= 0 (A.19.12)

are equivalent to the equations

∂L

∂θaj
= 0 , (A.19.13)

where the θaj are unconstrained variables, with the Ωa
b’s treated as if indepen-

dent of the θai’s. The key fact for this is (A.19.3) together with invariance of
Lk under Lorentz transformations.

To see the equivalence of (A.19.12) and (A.19.13),4 note first that the last
constraint in (A.19.11) is trivial to implement by restricting oneself to anti-
symmetric ωab’s.

Next, the identity (A.19.3) holds as long as the field configuration has van-
ishing torsion, regardless of whether the variation of the fields satisfies δT a = 0.
So, the vanishing of the variation of the torsion is irrelevant for the problem at
hand.

In order to implement the first constraint in (A.19.11) let us write

δθa =
1

2

(
αab + σab

)
θb ⇐⇒ δθaj =

1

2

(
αab + σab

)
θbj =:

1

2
αaj +

1

2
σbj ,

(A.19.14)

4I am grateful to Orlando Alvarez for pointing out this argument.
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where αab = αba and σab = −σba. Then the variations of the fields generated by
the σab’s correspond to Lorentz-rotations. From (A.19.14) and anti-symmetry
of the σab’s we have

δgij = δ(gabθ
a
iθ
b
j) = αabθ

a
iθ
b
j , (A.19.15)

so that the αab’s are in one-to-one correspondence with variations of the metric.

Lorentz-invariance of Lk implies that for variations with compactly sup-
ported σab’s and vanishing αab’s we have, taking into account (A.19.3),

0 = δ

∫
Lk =

1

2

∫
δLk

δθaj
σaj =

1

2

∫
∂Lk

∂θaj
σaj . (A.19.16)

Hence, for all compactly supported variations δθa we have

δ

∫
Lk =

∫
δLk

δθaj
δθaj =

∫
∂Lk

∂θaj
δθaj =

1

2

∫
∂Lk

∂θaj
σaj

︸ ︷︷ ︸
0

+
1

2

∫
∂Lk

∂θaj
αaj

=
1

2

∫
∂Lk

∂θaj
θakg

kℓδgℓj =
1

2

∫
δLk

δθaj
θakg

kℓδgℓj . (A.19.17)

This string of equalities shows that for L ’s which are a finite sum of Lk’s it
holds that

δL

δgℓj
= 0 ⇐⇒ δL

δθaj
θakg

kℓ = 0 ⇐⇒ ∂L

δθaj
= 0 , (A.19.18)

as desired.

For further reference we note that (A.19.16) together with the fact that σab is
an arbitrary antisymmetric tensor field imply that the tensor field (∂Lk/∂θ

a
i)giℓθ

a
j

is symmetric:
∂Lk

∂θai
giℓθ

a
j =

∂Lk

∂θai
gijθ

a
ℓ . (A.19.19)

A.19.2 Lovelock tensors

It is a standard fact in calculus of variations that variations of diffeomorphism-
invariant Lagrangeans

L = Lθ1 ∧ · · · ∧ θd ,

depending only upon the metric and a finite number of its derivatives, produce
tensors with vanishing divergence:

0 = ⋆∇i
(
δL

δgij

)
= ∇i

(
⋆
δL

δgij

)
≡ ∇i

(
1√

det g

δ(L
√

det g)

δgij

)
. (A.19.20)

Here ⋆ denotes Hodge duality, and we continue to assume that the spacetime
dimension equals d. Indeed, variations of the metric associated with the flow of
a vector field are of the form δgij = ∇(iξj), so that for Lagrangeans depending
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only upon the metric and its derivatives (up to any order) we have, after a few
integrations by parts,

δ

∫
L =

∫
δL

δgij
δgij =

∫
δL

δgij
∇(iξj) , (A.19.21)

assuming that ξ is compactly supported. When L is diffeomorphism-invariant
the left-hand side vanishes, and yet another integration by parts gives

0 = δ

∫
L = −

∫
∇i( δL

δgij
)ξj . (A.19.22)

Since ξ is arbitrary, (A.19.20) follows.
In particular, variations with respect to the metric of linear combination of

the Lovelock Lagrangeans Lk provide symmetric divergence-free tensors which
depend only upon the second derivatives of the metric. In fact, as before we
find from (A.19.3) that

δ

∫
Lk =

∫
∂Lk

∂θai
δθai , (A.19.23)

where the derivative ∂L

∂θaj
is calculated by viewing the Ωab’s and the θaj ’s as

independent unconstrained variables. Let us set

δθai = −1

2
giℓθ

a
jδg

ℓj . (A.19.24)

Inserting (A.19.24) into (A.19.26) with a variation δgℓj arising from a flow, we
find

0 =

∫
∂Lk

∂θai
giℓθ

a
jδg

ℓj =

∫
∂Lk

∂θai
giℓθ

a
j∇(ℓξj)

= −
∫
∇j
(∂Lk

∂θai
giℓθ

a
j

)
ξℓ , (A.19.25)

where we have used (A.19.19). Arbitrariness of ξ implies, as before,

∇j
(
⋆
∂Lk

∂θai
giℓθ

a
j

)
, (A.19.26)

providing thus for each 0 < k < (d− 2)/2 a symmetric, divergence-free tensor,
which is a homogeneous polynomial of order k in the curvature tensor.

We have therefore proved the “if part” of the following theorem of Lovelock:

Theorem A.19.5 (Lovelock [190]) All divergence-free symmetric tensors of va-
lence two which depend only upon the metric and its derivatives up to order two
are linear combinations of the metric and of the tensor fields

⋆
∂Lk

∂θaj
θa ⊗ ∂j , (A.19.27)

with Lk given by (A.19.1). Here, when calculating the derivatives in (A.19.27),
the moving frame θa and the two-forms Ωab should be considered as independent,
unconstrained variables.
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An explicit calculation of the tensors (A.19.27) with 2k + 2 ≤ d can be
carried out as follows: Let, as usual, {ea = ea

j∂j} denote the frame dual to
{θa = θaidx

i}. We have, denoting by δLk and δθa = δθajdx
j the differentials

of Lk and θaj at remaining variables fixed,

δLk =
∂Lk

∂θaj
δθaj = (d− 2k − 2)×

ǫa1...adΩa1a2 ∧ · · · ∧ Ωa2k+1a2k+2
∧ θa2k+3

∧ · · · ∧ gaadδθaj dxj︸︷︷︸
ejbgbcθc

= (d− 2k − 2)× ejbgbc δθaj ×
gaadǫ

a1...adΩa1a2 ∧ · · · ∧Ωa2k+1a2k+2
∧ θa2k+3

∧ · · · ∧ θc
=: (d− 2k − 2)× ejbgbc δθaj ×A(k)ac × θ1 ∧ · · · ∧ θd . (A.19.28)

For 2k + 2 < d, we see that the k-th Lovelock tensor A(k), as normalized
above, has frame components A(k)ac equal to

A(k)ac := ⋆
(
gaadǫ

a1...ad Ωa1a2︸ ︷︷ ︸
1
2
Ra1a2b1b2θ

b1∧θb2

∧ · · · ∧ θa2k+3
∧ · · · ∧ θc

)

=
1

2k+1
⋆
(
gaadǫ

a1...adRa1a2
b1b2 · · ·Ra2k+1a2k+2

b2k+1b2k+2 ×

θb1 ∧ θb2 ∧ · · · ∧ θb2k+1
∧ θb2k+2

∧ θa2k+3
∧ · · · ∧ θc

)

=
1

2k+1
gaadǫ

a1...adǫb1...b2k+2a2k+3...ad−1cRa1a2
b1b2 · · ·Ra2k+1a2k+2

b2k+1b2k+2

=
(d− 2k − 3)!(2k + 3)!

2k+1︸ ︷︷ ︸
=:ck,d

ε δa1[b1 . . . δ
a2k+2

b2k+2
δadc] gaadRa1a2

b1b2 · · ·Ra2k+1a2k+2

b2k+1b2k+2 , (A.19.29)

with ε = 1 in Riemannian and ε = −1 in Lorentzian signature.

Incidentally: The following simple proof of symmetry of the tensors A(k) has
been pointed out to us by O. Alvarez. Set

ηaa1...a2k+2bb1...b2k+2
:= gacga1c1 . . . ga2k+2c2k+2

δc1[b1 . . . δ
c2k+2

b2k+2
δcb] . (A.19.30)

Clearly

ηaa1...a2k+2bb1...b2k+2
= ηbb1...b2k+2aa1...a2k+2

. (A.19.31)

From (A.19.29), (A.19.31) and the pair-interchange symmetry of the Riemann ten-
sor we have

A(k)ab = ck,d ε ηaa1...a2k+2bb1...b2k+2
Ra1a2 b1b2 · · ·Ra2k+1a2k+2 b2k+1b2k+2

= ck,d ε ηbb1...b2k+2aa1...a2k+2
Ra1a2 b1b2 · · ·Ra2k+1a2k+2 b2k+1b2k+2

= ck,d ε ηbb1...b2k+2aa1...a2k+2
Rb1b2a1a2 · · ·Rb2k+1b2k+2a2k+1a2k+2

= A(k)ba , (A.19.32)

as desired. 2
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As an example of tensors (A.19.29), when k = 0 we have

A(0)ac ∼ 3δa1
[b1
δa2b2 δ

a
c]Ra1a2

b1b2 = (δa1
[c
δa2
b1]
δab2 + δa1

[b1
δa2
b2]
δac + δa1

[b2
δa2
c]
δab1)Ra1a2

b1b2

= (Rcb1
b1a +Rb1b2

b1b2δac +Rb2c
ab2) = −2(Rac −

1

2
Rδac ) , (A.19.33)

which is proportional to the Einstein tensor, consistently with (A.19.10).

The case k = 1 requires a somewhat lengthy calculation [189]

A(1)ij ∼ 2RiuRu
j + 2RuvR

uivj −RRij −RiuvsRjuvs
−1

4
gij(4RuvR

uv −R2 −RuvstRuvst) . (A.19.34)

A.20 Clifford algebras

Our approach to the description of Clifford algebras is a variation upon [36].

Let q be a non-degenerate quadratic form on a vector space over K, where
K = R or C. Let A be an algebra over K. A Clifford map of (W, q) into A is
a linear map f : W → A with the property that, for any X ∈W ,

f(X)2 = −q(X,X) . (A.20.1)

By polarisation, this is equivalent to

f(X)f(Y ) + f(Y )f(X) = −2q(X,Y ) . (A.20.2)

for any X,Y ∈W .

Note that a Clifford map is necessarily injective: if f(X) = 0 then q(X,Y ) =
0 for all Y by (A.20.2), hence X = 0. Thus dim A ≥ dimW whenever a Clifford
map exists.

The Clifford algebra Cℓ(W, q) is the unique (up to homomorphism) associa-
tive algebra with unity defined by the following two properties:

1. there exists a Clifford map κ : W → Cℓ(W, q), and

2. for any Clifford map f : W → A there exists exactly one homomorphism
f̃ of algebras with unity f̃ : Cℓ(W, q)→ A such that

f = f̃ ◦ κ .

The definition is somewhat roundabout, and takes a while to absorb. The
key property is the Clifford anti-commutation rule (A.20.2). The second point
is a way of saying that Cℓ(W, q) is the smallest algebra for which (A.20.2) holds.

Now, uniqueness of Cℓ(W, q), up to algebra homomorphism, follows imme-
diately from its definition. Existence is a consequence of the following construc-
tion: let T (W ) be the tensor algebra of W ,

T (W ) := K⊕W ⊕∞
ℓ=2 W ⊗ . . .⊗W︸ ︷︷ ︸

ℓ factors

,
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it being understood that only elements with a finite number of non-zero com-
ponents in the infinite sum are allowed. Then T (W ) is an associative algebra
with unity, the product of two elements a, b ∈ T (W ) being the tensor prod-
uct a ⊗ b. Let Iq be the two-sided ideal generated by all tensors of the form
X ⊗X + q(X,X), X ∈W . Then the quotient algebra

T (W )/Iq

has the required property. Indeed, let κ be the map which to X ∈W ⊂ T (W )
assigns the equivalence class [X] ∈ T (W )/Iq. Then κ is a Clifford map by

definition. Further, if f : V → A is a Clifford map, let f̂ be the unique linear
map f̂ : T (W )→ A satisfying

f̂(X1 ⊗ . . .⊗Xk) = f(X1) · · · f(Xk) .

Then f̂ vanishes on Iq, hence provides the desired map f̃ defined on the quotient,

f̃([X]) := f̂(X).

Example A.20.1 Let W = R, with q(x) = x2. Then C with κ(x) = xi, satisfies
the Clifford product rule. Clearly (A.20.1) cannot be satisfied in any smaller
algebra, so (up to homomorphism) Cℓ(W, q) = C.

Example A.20.2 Let W = R, with q′(x) = −x2. Then Cℓ(W, q′) = R, κ(x) =
x. Comparing with Example A.20.1, one sees that passing to the opposite
signature matters.

Example A.20.3 Consider the hermitian, traceless, Pauli matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
, (A.20.3)

and set σi = σi. One readily checks that

σiσj = δij + iǫijkσ
k =⇒ {σi, σj} := σiσj + σjσi = 2δij , (A.20.4)

where for any two matrices a, b the anti-commutator {a, b} is defined as

{a, b} = ab+ ba .

Hence, for any X ∈ R
3 it holds that

(Xkiσk)(X
ℓiσℓ) = −δ(X,X) ,

where δ is the standard scalar product on W = R
3. Thus, the map

X = (Xk)→ Xkiσk

is a Clifford map on (R3, δ), and in fact the algebra generated by the matrices
γk := iσk is homomorphic to Cℓ(R3, δ). This follows again from the fact that
no smaller dimension is possible.
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Example A.20.4 Let σi be the Pauli matrices (A.20.3) and let the 4×4 complex
valued matrices be defined as

γ0 =

(
0 idC2

idC2 0

)
= −γ0 , γi =

(
0 σi
−σi 0

)
= γi . (A.20.5)

We note that γ0 is hermitian, while the γi’s are anti-hermitian with respect to
the canonical hermitian scalar product 〈·, ·〉C on C

4. From Equation (A.20.5)
one immediately finds

{γi, γj} =

(
−{σi, σj} 0

0 −{σi, σj}

)
, {γi, γ0} = 0 , (γ0)2 = 1 ,

and (A.20.4) leads to the Clifford product relation

γaγb + γbγa = −2gab (A.20.6)

for the Minkowski metric gab = diag(−1, 1, 1, 1).

A real representation of the commutation relations (A.20.6) on R
8 can be

obtained by viewing C
4 as a vector space over R, so that 1) each 1 above is

replaced by idR2 , and 2) each i is replaced by the antisymmetric 2× 2 matrix

(
0 −1
1 0

)
.

More precisely, let us define the 4× 4 matrices σ̂i by

σ̂1 =

(
0End(R2) idR2

idR2 0End(R2)

)
, σ̂3 =

(
idR2 0End(R2)

0End(R2) −idR2

)
, (A.20.7)

σ̂2 =




0End(R2) −
(

0 −1
1 0

)

(
0 −1
1 0

)
0End(R2)


 , (A.20.8)

which are clearly symmetric, and the new γ’s by

γ0 =

(
0End(R4) idR4

idR4 0End(R4)

)
= −γ0 , γi =

(
0End(R4) σ̂i
−σ̂i 0End(R4)

)
= γi .

(A.20.9)
It should be clear that the γ’s satisfy (A.20.6), with γ0 symmetric, and γi’s -
antisymmetric.

Let us return to general considerations. Choose a basis ei of W , and consider
any element a ∈ T (W ). Then a can be written as

a = α+
N∑

k=1

∑

i1,...,ik

ai1...ikei1 ⊗ . . .⊗ eik ,
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for some N depending upon a. When passing to the quotient, every tensor prod-
uct eij⊗eir with ij > ir can be replaced by −2gij ir−eir⊗eij , leaving eventually
only those indices which are increasingly ordered. Thus, a is equivalent to

β + biei +

k∑

k=N

∑

i1<...<ik

bi1...ikei1 ⊗ . . .⊗ eik ,

for some new coefficients. For example

α+ aiei + aijei ⊗ ej = α+ aiei + aij( e(i ⊗ ej)︸ ︷︷ ︸
∼−q(ei,ej)

+e[i ⊗ ej])

∼ α− aijq(ei, ej) + aiei + aije[i ⊗ ej] .

This implies that elements of the form

γi1...ik := [ei1 ⊗ . . .⊗ eik ] , i1 < . . . < ik

span Cℓ(W, q). (Here the outermost bracket is the equivalence relation in
T (W ).) Equivalently,

Cℓ(W, q) = K⊕Vect{γi1...ik} , where γi := κ(ei) , γi1...ik := γ[i1 · · · γik] .

We conclude that the dimension of Cℓ(W, q) is less than or equal to that of the
exterior algebra of W , in particular Cℓ(W, q) is finite dimensional (recall that
it was part of our definition that dimW <∞). The reader is warned that the
above elements of the algebra are not necessarily linearly independent, as can
be seen in Examples A.20.2 and A.20.3.

It should be clear to the reader that the linear map, which is deduced by
the considerations above, from the exterior algebra to the Clifford algebra, does
not preserve the product structures in those algebras.

A representation (V, ρ) of a Clifford algebra Cℓ(W, q) on a vector space V
over K is a map ρ : Cℓ(W, q) → End(V ) such that ρ ◦ κ is a Clifford map. It
immediately follows from the definition of the Clifford algebra that ρ is uniquely
defined by its restriction to κ(W ).

A fundamental fact is the following:

Proposition A.20.5 Let q be positive definite and let (V, ρ) be a representation
of Cℓ(W, q). If K = R, then there exists a scalar product 〈·, ·〉 on V so that
ρ ◦ κ(X) is antisymmetric for all X ∈W . Similarly if K = C, then there exists
a hermitian product 〈·, ·〉 on V so that ρ◦κ(X) is antihermitian for all X ∈W .

Proof: Let ei be any basis of W , set γi := ρ(κ(ei)), since ρ is a representation
the γi’s satisfy the relation (A.20.6). Let γI run over the set

Ω := {±1 ,±γi ,±γi1...ik}1≤i1<···<ik≤n .

It is easy to check that Ωγi ⊂ Ω, but since

(Ωγi)γi = Ω γiγi︸︷︷︸
=−1

= −Ω = Ω ,
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we conclude that Ωγi = Ω. Let (·, ·) denote any scalar product on V , and for
ψ,ϕ ∈ V set

〈ψ,ϕ〉 :=
∑

γI∈Ω
(γIψ, γIϕ) .

Then for any 1 ≤ ℓ ≤ n we have (no summation over ℓ)

〈(γℓ)tγℓψ,ϕ〉 = 〈γℓψ, γℓϕ〉 =
∑

γI∈Ω
(γIγℓψ, γIγℓϕ)

=
∑

γI∈Ωγℓ
(γIψ, γIϕ) =

∑

γI∈Ω
(γIψ, γIϕ)

= 〈ψ,ϕ〉 .

Since this holds for all ψ and ϕ we conclude that (γℓ)
tγℓ = Id. Multiplying

from the right with γℓ, and recalling that (γℓ)
2 = −Id we obtain (γℓ)

t = −γℓ.
Now, by definition,

(ρ ◦ κ(X))t = (Xaγa)
t = −Xaγa = −ρ ◦ κ(X) ,

as desired.
An identical calculation applies for hermitian scalar products. 2

Incidentally: The scalar product constructed above is likely to depend upon the
initial choice of basis ea, but this is irrelevant for the problem at hand, since the
statement that ρ ◦ κ(X) is anti-symmetric, or anti-hermitian, is basis-independent.
2

Throughout most of this work, when q is positive definite we will only use
scalar products on V for which the representation of Cℓ(W, q) is anti-symmetric
or anti-hermitian.

Let dimV > 0. A representation (V, ρ) of Cℓ(W, q) is said to be reducible if
V can be decomposed as a direct sum V1 ⊕ V2 of nontrivial subspaces, each of
them being invariant under all maps in ρ(Cℓ(W, q)). The representation (V, ρ)
is said to be irreducible if it is not reducible. Note that the existence of an
invariant space does not a priori imply the existence of a complementing space
which is invariant as well. However, we have the following:

Proposition A.20.7 Every finite dimensional representation

ρ : Cℓ(W, q)→ End(V )

of Cℓ(W, q) such that V contains a non-trivial invariant subspace is reducible.
Hence, V = ⊕ki=1Vi, ρ = ⊕ki=1ρi, with (Vi, ρi := ρ|Vi) irreducible.

Proof: Suppose that there exists a subspace V1 ⊂ V invariant under ρ. We can
assume that V1 has no invariant subspaces, otherwise we pass to this subspace
and call it V1; in a finite number of steps we obtain a subspace V1 such that ρ|V1
is irreducible. The proof of Proposition A.20.5 provides a scalar or hermitian
product 〈·, ·〉 on V which is invariant under the action of all maps in Ω. Then
V = V1⊕ (V1)⊥, and it is easily checked that (V1)

⊥ is also invariant under maps
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in Ω, hence under all maps in the image of ρ. One can repeat now the whole
argument with V replaced by (V1)⊥, and the claimed decomposition is obtained
after a finite number of steps. 2

It is sometimes convenient to use irreducible representations, which involves
no loss of generality in view of Proposition A.20.7. However, we will not assume
irreducibility unless explicitly specified otherwise.

Remark A.20.8 According to Trautman [266], there exist two inequivalent irre-
ducible representations in odd space-dimension, the one related to the other by the
map X 7→ −X . 2

A.20.1 Eigenvalues of γ-matrices

In the proofs of the energy-momentum inequalities the positivity properties
of several matrices acting on the space of spinors have to be analysed. It is
sufficient to make a pointwise analysis, so we consider a real vector space V
equipped with a scalar product 〈·, ·〉 together with matrices γµ, µ = 0, 1, · · · , n
satisfying

γµγν + γνγµ = −2ηµν , (A.20.10)

where η = diag(−1, 1, · · · , 1). We further suppose that the matrices γtµ, trans-
posed with respect to 〈·, ·〉, satisfy

γt0 = γ0 , γti = −γi ,

where the index i runs from one to n. Let us start with

aµγ0γµ = a0 + aiγ0γi , (aµ) = (a0,~a) = (a0, (ai)) .

The matrices aiγ0γi are symmetric and satisfy

(aiγ0γi)
2 = aiajγ0γiγ0γj = −aiajγ0γ0γiγj = |~a|2δ ,

so that the eigenvalues belong to the set {±|~a|δ}. Since γ0 anticommutes with
aiγ0γi, it interchanges the eigenspaces with positive and negative eigenvalues.
Let ψi, i = 1, . . . , N , be an ON basis of the |~a|δ eigenspace of aiγ0γi, set

φ2i−1 = ψi , φ2i = γ0ψi .

It follows that {φi}2Ni=1 forms an ON basis of V (in particular dimV = 2N), and
in that basis aµγ0γµ is diagonal with entries a0 ± |~a|δ. We have thus proved

Proposition A.20.9 The quadratic form 〈ψ, aµγ0γµψ〉 is non-negative if and
only if a0 ≥ |~a|δ.

Let us consider, next, the symmetric matrix

A := aµγ0γµ + bγ0 + cγ1γ2γ3 . (A.20.11)

Let ψ1 be an eigenvector of aiγ0γi with eigenvalue |~a|δ, set

φ1 = ψ1 , φ2 = γ0ψ1 , φ3 = γ1γ2γ3ψ1 , φ4 = γ1γ2γ3γ0ψ1 .
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From the commutation relations (A.20.10) one easily finds

aiγ0γiφ1 = |~a|δφ1 , aiγ0γiφ2 = −|~a|δφ2 , aiγ0γiφ3 = −|~a|δφ3 , aiγ0γiφ4 = |~a|δφ4 ,

γ0φ1 = φ2 , γ0φ2 = φ1 , γ0φ3 = −φ4 , γ0φ4 = −φ3 ,
γ1γ2γ3φ1 = φ3 , γ1γ2γ3φ2 = φ4 , γ1γ2γ3φ3 = φ1 , γ1γ2γ3φ4 = φ2 .

It is simple to check that the φi’s so defined are ON; proceeding by induction
one constructs an ON-basis {φi}2Ni=1 of V (in particular dimV is a multiple of
4) in which A is block-diagonal, built-out of blocks of the form




a0 + |~a|δ b c 0
b a0 − |~a|δ 0 c
c 0 a0 − |~a|δ −b
0 c −b a0 + |~a|δ


 .

The eigenvalues of this matrix are easily found to be a0 ±
√
|~a|2δ + b2 + c2. We

thus have:

Proposition A.20.10 We have the sharp inequality

〈ψ, (aµγ0γµ + bγ0 − cγ1γ2γ3)ψ〉 ≥
(
a0 −

√
|~a|2δ + b2 + c2

)
|ψ|2 ,

in particular the quadratic form 〈ψ,Aψ〉, with A defined in (A.20.11), is non-
negative if and only if

a0 ≥
√
|~a|2δ + b2 + c2 .

A.21 Killing vectors and isometries

Let (M,g) be a pseudo-Riemannian manifold. A map ψ is called an isometry
if

ψ∗g = g , (A.21.1)

where ψ∗ is the pull-back map defined in Section A.8.2.
A standard fact is that the group Iso(M,g) of isometries of (M,g) carries

a natural manifold structure. Such groups, when non-discrete, are called Lie
groups. If (M,g) is Riemannian and compact, then Iso(M,g) is compact.

It is also a standard fact that any element of the connected component of
the identity of a Lie group G belongs to a one-parameter subgroup {φt}t∈R of G.
This allows one to study actions of isometry groups by studying the generators
of one-parameter subgroups, defined as

X(f)(x) =
d(f(φt(x)))

dt

∣∣∣∣
t=0

⇐⇒ X =
dφt
dt

∣∣∣∣
t=0

.

The vector fields X obtained in this way are called Killing vectors. The knowl-
edge of Killing vectors provides considerable amount of information on the
isometry group, and we thus continue with an analysis of their properties. We
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will see shortly that the collection of Killing vectors forms a Lie algebra: by
definition, a Lie algebra is a vector space equipped with a bracket operation
such that

[X,Y ] = −[Y,X] ,

and

[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ] = 0 .

In the case of Killing vectors, the bracket operation will be the usual bracket
of vector fields.

Of key importance to us will be the fact, that the dimension of the isometry
group of (M , g) equals the dimension of the space of the Killing vectors.

A.21.1 Killing vectors

Let φt be a one-parameter group of isometries of (M , g), thus

φ∗t g = g =⇒ LXg = 0 . (A.21.2)

Recall that (see (A.8.7), p. 239)

LXgµν = Xα∂αgµν + ∂µX
αgαν + ∂νX

αgµα .

In a coordinate system where the partial derivatives of the metric vanish at a
point p, the right-hand side equals ∇µXν +∇νXµ. But the left-hand side is a
tensor field, and two tensor fields equal in one coordinate system coincide in all
coordinate systems. We have thus proved that generators of isometries satisfy
the equation

∇αXβ +∇βXα = 0 . (A.21.3)

Conversely, consider a solution of (A.21.3); any such solution is called a
Killing vector. From the calculation just carried out, the Lie derivative of the
metric with respect to X vanishes. This means that the local flow of X preserves
the metric. In other words, X generates local isometries of g.

To make sure that X generates a one-parameter group of isometries one
needs moreover to make sure that X is complete. By definition, this means
that the integral curves of X, i.e. solutions of

dx

dt
= X(x(t)) , x(0) = x0 , (A.21.4)

are defined for all values of parameter t ∈ R for all initial points x0. This might
be difficult to establish, often requiring further global hypotheses; we return to
this in Appendix A.21.4. The map (t, x0) 7→ x(t), where x(t) is the solution
of (A.21.4), is often denoted by φt(x0), and is called the flow of X. We will
sometimes write φt[X] when more than one vector X is involved.

Recall the identity (A.8.8), p. 239:

L[X,Y ] = [LX ,LY ] . (A.21.5)
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This implies that the commutator of two Killing vector fields is a Killing vector
field:

L[X,Y ]g = LX(LY g︸︷︷︸
0

)−LY (LXg︸ ︷︷ ︸
0

) = 0 .

Thus, and as already pointed-out, the collection of all Killing vector fields,
equipped with the Lie bracket, forms a Lie algebra.

Remark A.21.1 Let (M, g) be a complete Riemannian manifold, than all Killing
vector fields are complete. To see this, let φt be generated by a Killing vector X ,
let p ∈ M and let γ(t) = φt(p) be the integral curve of X through p, thus γ̇ = X .
We claim, first, that the length of X is preserved along the orbits of X . Indeed:

d(X iXi)

dt
= 2XkX i∇kXi = 0 ,

as ∇kXi is antisymmetric. Next, the length of any segment of γ(t) equals to

∫ t2

t1

|γ̇|dt =

∫ t2

t1

|X |dt = |X(p)|(t2 − t1) .

Hence, any integral curve of the flow defined on a bounded interval of parameters
has finite length. The fact that γ(t) is defined for all t follows now from completeness
of (M, g) by simple considerations. 2

Remark A.21.2 Let p be a fixed point of an isometry φ. Then φ∗ maps TpM
to TpM ; we will refer to this action as the tangent action.

For W ∈ TpM let s 7→ γW (s) be an affinely parameterised geodesic with
γW (0) = p and γ̇(0) = W . Since isometries map geodesics to geodesics, the
curve s 7→ φ(γW (s)) is a geodesic that passes through p and has tangent vec-
tor φ∗W there. As the affine parameterisation condition is also preserved by
isometries, we conclude that

φ(γW (s)) = γφ∗W (s) . (A.21.6)

In particular, in the Riemannian case φ maps the metric spheres and balls

Sp(r) := {q ∈M : d(p, q) = r} , Bp(r) := {q ∈M : d(p, q) ≤ r}

to themselves. Similarly the Sp(r)’s and Bp(r)’s are invariant in the Lorentzian
case as well, or for that matter in any signature, but these sets are not topo-
logical spheres or topological balls anymore.

The action of a group of transformations is called transitive if for every pair
p, q ∈ M there exist an element φ of the group such that q = φ(p). Suppose
that the tangent action on TpM , of those elements of Iso(M,g) which leave p
fixed, is transitive on unit vectors (this is only possible for Riemannian metrics,
since isometries preserve the causal nature of vectors). What we just said shows
that, for complete Riemannian metrics, transitivity on unit vectors at p implies
that the action on the Sp(r)’s is transitive as well. 2

Remark A.21.3 Let p be a point in a three-dimensional Riemannian manifold
(M, g) such that the tangent action of Iso(M, g) is transitive on unit vectors of
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TpM . The group of isometries of M that leave p fixed is then a closed subgroup
of SO(3) which acts transitively on S2, hence of dimension at least two. Now, it
is easily seen (exercice) that connected subgroups of SO(3) are {e} (which has di-
mension zero), U(1) (which has dimension one), or SO(3) itself. We conclude that
existence of fixed points of the action implies that the group of isometries of (M, g)
contains an SO(3) subgroup. 2

Remark A.21.4 In Riemannian geometry, the sectional curvature κ of a plane
spanned by two vectors X,Y ∈ TpM is defined as

κ(X,Y ) :=
g(R(X,Y )X,Y )

g(X,X)g(Y, Y )− g(X,Y )2
. (A.21.7)

A simple calculation shows that κ depends only upon the plane, and not the choice
of the vectors X and Y spanning the plane. The definition extends to pseudo-
Riemannian manifolds as long as the denominator does not vanish; equivalently,
the plane spanned by X and Y should not be null.

For maximally symmetric Riemannian manifolds the action of the isometry
group on the collection of two-dimensional subspaces of the tangent bundle is tran-
sitive, which implies that κ is independent of p. Complete Riemannian manifolds
with constant κ, not necessarily simply connected, are called space forms. 2

Remark A.21.5 A complete Riemannian manifold (M, g) which is isotropic around
every point is necessarily homogeneous. To see this, let p, p′ ∈M , and let q be any
point such that the distance from q to p equals that from q to p′, say r. Then both p
and p′ lie on the distance sphere S(q, r), and since (M, g) is isotropic at q, it follows
from Remark A.21.2 that there exists an isometry which leaves q fixed and which
maps p into p′. 2

Equation (A.21.3) leads to a second order system of equations, as follows:
Taking cyclic permutations of the equation obtained by differentiating (A.21.3)
one has

−∇γ∇αXβ −∇γ∇βXα = 0 ,

∇α∇βXγ +∇α∇γXβ = 0 ,

∇β∇γXα +∇β∇αXγ = 0 .

Adding, and expressing commutators of derivatives in terms of the Riemann
tensor, one obtains

2∇α∇βXγ = (Rσγβα +Rσαβγ + Rσβαγ︸ ︷︷ ︸
=−Rσαγβ−Rσγβα

)Xσ

= 2RσαβγX
σ .

Thus

∇α∇βXγ = RσαβγX
σ . (A.21.8)

Example A.21.6 As an example of application of (A.21.8), let (M, g) be flat. In a
coordinate system {xµ} in which the metric has constant entries (A.21.8) reads

∂α∂βXγ = 0 .



A.21. KILLING VECTORS AND ISOMETRIES 309

The solutions are therefore linear,

Xα = Aα +Bαβx
β .

Plugging this into (A.21.3), one finds that Bαβ must be anti-symmetric. Hence,
the dimension of the set of all Killing vectors of Rn,m, and thus of Iso(Rn,m), is
(n+m)(n+m+ 1)/2, independently of signature.

Consider, next, a torus Tn := S1 × . . .× S1, equipped again with a flat metric.
We claim that none of the locally defined Killing vectors of the form Bijx

j survive
the periodic identifications, so that the dimension of Iso(Tn, δ) is n: Indeed, using
(A.21.8) and integration by parts we have

∫
X iDjDiX

j

︸ ︷︷ ︸
=0

= −
∫
DjX i DiXj︸ ︷︷ ︸

=−DjXi

=

∫
|DX |2 , (A.21.9)

and so Bij ≡ DiXj = 0: all Killing vectors on a flat Riemannian Tn are covariantly
constant.

In fact, an obvious modification of the last calculation shows that the isome-
try group of a compact Riemannian manifold with strictly negative Ricci tensor is
finite, and that non-trivial Killing vectors of compact Riemannian manifolds with
non-positive Ricci tensor are covariantly constant. Indeed, for such manifolds the
left-hand side of (A.21.9) does not necessarily vanish a priori, and instead we have

∫
|DX |2 =

∫
X iDjDiX

j =

∫
X iRkji

jXj =

∫
X iRkiX

j , (A.21.10)

The left-hand side is always positive. If the Ricci tensor is non-positive, then the
right-hand side is non-positive, which is only possible if both vanish, hence DX = 0
and RijX

iXj = 0. If the Ricci tensor is strictly negative, then X = 0, and there
are no non-trivial Kiling vectors, so that the dimension of the group of isometries is
zero. Since the group is compact when (M, g) is Riemannian and compact, it must
be finite when no Killing vectors exist. 2

An important consequence of (A.21.8) is:

Proposition A.21.7 Let M be connected and let p ∈ M . A Killing vector is
uniquely defined by its value X(p) and the value at p of the anti-symmetric
tensor ∇X(p).

Proof: Consider two Killing vectors X and Y such that X(p) = Y (p) and
∇X(p) = ∇Y (p). Let q ∈M and let γ be any curve from p to q. Set

Zβ := Xβ − Y β , Aαβ = ∇α(Xβ − Yβ) .

Along the curve γ we have

DZα
ds

= γ̇µ∇µZα = γ̇µAµα

DAαβ
ds

= γ̇µ∇µ∇αZβ = Rγµαβ γ̇
µZγ . (A.21.11)

This is a linear first order system of ODEs along γ with vanishing Cauchy data
at p. Hence the solution vanishes along γ, and thus Xµ(q) = Y µ(q). 2

Note that there are at most n values of X at p and, in view of anti-symmetry,
at most n(n−1)/2 values of∇X at p. Since the dimension of the space of Killing
vectors equals the dimension of the group of isometries, as a corollary we obtain:
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Proposition A.21.8 The dimension of the group of isometries of an n-dimensional
pseudo-Riemannian manifold (M,g) is less than or equal to n(n+ 1)/2. 2

A.21.2 Analyticity of isometries

We give the proof of an unpublished result of Nomizu on analyticity of maps
preserving analytic affine connections. The analyticity of isometries of analytic
manifolds is a direct consequence of this:

Theorem A.21.9 Suppose M and M ′ are real analytic manifolds each provided
with a real analytic affine connection. Then a (smooth) diffeomorphism f from
M onto M ′ which preserves the affine connections is real analytic.

Proof: It follows from the analytic implicit function theorem that for M with
an analytic affine connection ∇, the exponential mapping expp : TpM → M
is real analytic on a neighborhood of 0 in TpM , say U (so that expp(U) is a
normal neighborhood of p). We have for each p ∈M

f(expp(X)) = expf(p)(f∗(p)X) for every X ∈ V ,

where V is an open neighborhood of 0 in TpM . The analyticity of f follows
immediately from this equation. 2

A.21.3 The structure of isometry groups of asymptotically flat
spacetimes

A prerequisite for studying stationary spacetimes is the understanding of the
structure of the isometry groups which can arise, together with their actions. A
reasonable restriction which one may wish to impose, in addition to asymptotic
flatness, is that of timelikeness of the ADM momentum of the spacetimes under
consideration

For the theorem that follows we do not assume anything about the nature
of the Killing vectors or of the matter fields present; it is therefore convenient
to use a notion of asymptotic flatness which uses at the outset four–dimensional
coordinates. A metric on a set Ω will be said to be asymptotically flat if there
exist α > 0 and k ≥ 0 such that

|gµν − ηµν |+ r|∂αgµν |+ · · ·+ rk|∂α1 · · · ∂αkgµν | ≤ Cr−α (A.21.12)

for some constant C (ηµν is the Minkowski metric). Ω will be called a boost–type
domain, if

Ω = {(t, ~x) ∈ R× R
3 : |~x| ≥ R, |t| ≤ θr + C} , (A.21.13)

for some constants θ > 0 and C ∈ R. Let φt denote the flow of a Killing vector
field X, cf. (A.21.4), p. 306. (M,gµν) will be said to be stationary–rotating if
the matrix of partial derivatives of Xµ asymptotically approaches a rotation
matrix when |~x| tends to infinity, and if φt moreover satisfies

φ2π(xµ) = xµ +Aµ +O(r−ǫ), ǫ > 0
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in the asymptotically flat end, where Aµ is a timelike vector of Minkowski
spacetime (in particular Aµ 6= 0). One can think of ∂/∂φ + a∂/∂t, a 6= 0 as a
model for the behavior involved. The interest of that definition stems from the
following result, proved in [18]:

Theorem A.21.10 (P.C. & R. Beig) Let (M,gµν) be a spacetime containing an
asymptotically flat boost–type domain Ω, with time–like (non–vanishing) ADM
four momentum pµ, with fall–off exponent α > 1/2 and differentiability index
k ≥ 3 (see eq. (A.21.12)). We shall also assume that the hypersurface {t = 0} ⊂
Ω can be Lorentz transformed to a hypersurface in Ω which is asymptotically
orthogonal to pµ. Suppose moreover that the Einstein tensor Gµν of gµν satisfies
in Ω the fall–off condition

Gµν = O(r−3−ǫ), ǫ > 0 . (A.21.14)

Let G0 denote the connected component of the group of all isometries of (M,gµν).
If G0 is non–trivial, then one of the following holds:

1. G0 = R, and (M,gµν) is either stationary, or stationary–rotating.

2. G0 = U(1), and (M,gµν) is axisymmetric.

3. G0 = R× U(1), and (M,gµν) is stationary–axisymmetric.

4. G0 = SO(3), and (M,gµν) is spherically symmetric.

5. G0 = R× SO(3), and (M,gµν) is stationary–spherically symmetric.

The reader should notice that Theorem A.21.10 excludes boost–type Killing
vectors (as well as various other behavior). This feature is specific to asymptotic
flatness at spatial infinity; see [31] for a large class of vacuum spacetimes with
boost symmetries which are asymptotically flat in light–like directions. The
theorem is sharp, in the sense that the result is not true if pµ is allowed to
vanish or to be non–time–like.

We find it likely that there exist no electro–vacuum, asymptotically flat
spacetimes which have no black hole region, which are stationary–rotating and
for which G0 = R. Some partial results concerning this can be found in [7, 26]
A similar statement should be true for domains of outer communications of
regular black hole spacetimes. It would be of interest to settle this question.
Let us point out that the Jacobi ellipsoids [50] provide a Newtonian example
of solutions with a one dimensional group of symmetries with a “stationary–
rotating” behavior.

Theorem A.21.10 is used in the proof of Theorem A.21.12 below.

A.21.4 Killing vectors vs. isometry groups

In general relativity there exist at least two ways for a solution to be symmetric:
there might exist

1. a Killing vector field X on the spacetime (M,g), or there might exist
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2. an action of a (non–trivial) connected Lie group G on M by isometries.

Clearly 2 implies 1, but 1 does not need to imply 2 (remove e.g. points from
a spacetime on which an action of G exists).

Furthermore, there could also exist locally defined Killing vectors that do
not extend to globally defined ones. A particularly striking example of mani-
folds where these notions are completely distinct is given by the flat compact
manifolds constructed in [273]. In this last work Waldmüller shows that there
exists a compact quotient of R141 which provides a flat manifold without any
symmetries. So, while every flat n-dimensional manifold has n(n+ 1)/2 locally
defined Killing vector fields, in Waldmüller’s example none of them gives rise
to a globally defined one. Moreover, the resulting manifold has no discrete
isometries either, a fact which is usually much more difficult to establish than
non-existence of continuous families of isometries.

In the uniqueness theory of stationary black holes, as presented e.g. in [46,
147, 150, 275] (compare [71]), one always assumes that an action of a group G on
M exists. This is equivalent to the statement, that the orbits of all the (relevant)
Killing vector fields are complete. In [60] and [61] completeness of orbits of
Killing vectors was shown for vacuum and electro–vacuum spacetimes, under
various conditions. The results obtained there are not completely satisfactory
in the black hole context, as they do not cover degenerate black holes. Moreover,
in the case of non–degenerate black holes, the theorems proved there assume
that all the horizons contain their bifurcation surfaces, a condition which one
may wish not to impose a priori in some situations.

Before stating a result which takes care of those problems, some terminology
will be needed. Let Ω be a boost-type domain as defined in (A.21.12) and let
Sext be the slice {t = 0} in Ω. Define the domain of outer communications
〈〈Mext〉〉 as the intersection of the past and the future of the union of the orbits
of the Killing vector X passing though Sext:

Mext := ∪tφt(Sext) , 〈〈Mext〉〉 := J−(Mext) ∩ J+(Mext) . (A.21.15)

The following result, which does not assume any field equations, has been
proved in [63]:

Theorem A.21.11 Consider a spacetime (M,gab) with a Killing vector field X
and suppose that M contains an asymptotically flat three–end Sext, with X
time–like in Sext. (Here the metric is assumed to be twice differentiable, while
asymptotic flatness is defined in the sense of eq. (A.21.12) with α > 0 and
k ≥ 0.) Suppose that the orbits of X are complete through all points p ∈ Sext. If
〈〈Mext〉〉 is globally hyperbolic, then the orbits of X through points p ∈ 〈〈Mext〉〉
are complete.

In [63] a generalization of this result to stationary–rotating spacetimes has
also been given. Nomizu’s theorem A.21.9 together with Theorem A.21.10 give
the following result [63]:
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Theorem A.21.12 Consider an analytic spacetime (M,gab) with a Killing vec-
tor field X with complete orbits. Suppose that M contains an asymptotically flat
three–end Sext with time–like ADM four–momentum, and with X(p) time–like
for p ∈ Sext. (Here asymptotic flatness is defined in the sense of eq. (A.21.12)
with α > 1/2 and k ≥ 3, together with eq. (A.21.14) .) Let 〈〈Mext〉〉 denote
the domain of outer communications associated with Sext, and assume that
〈〈Mext〉〉 is globally hyperbolic and simply connected. If there exists a Killing
vector field Y , which is not a constant multiple of X, defined on an open subset
O of 〈〈Mext〉〉, then the isometry group of 〈〈Mext〉〉 (with the metric obtained
from (M,gab) by restriction) contains R× U(1).

We emphasize that no field equations or energy inequalities are assumed
above. Note that simple connectedness of the domain of outer communications
necessarily holds when a positivity condition is imposed on the Einstein tensor of
gab [126]. Similarly the hypothesis of time–likeness of the ADM momentum will
follow if one assumes existence of an appropriate space–like surface in (M,gab).
It should be emphasized that no claims about isometries of M \ 〈〈Mext〉〉 are
made.

A.22 Null hyperplanes

One of the objects that occur in Lorentzian geometry and which posses rather
disturbing properties are null hyperplanes and null hypersurfaces, and it ap-
pears useful to include a short discussion of those. Perhaps the most unusual
feature of such objects is that the direction normal is actually tangential as
well. Furthermore, because the normal has no natural normalization, there is
no natural measure induced on a null hypersurface by the ambient metric.

In this section we present some algebraic preliminaries concerning null hy-
perplanes, null hypersurfaces will be discussed in Section A.23 below.

Let W be a real vector space, and recall that its dual W ∗ is defined as
the set of all linear maps from W to R in the applications (in this work only
vector spaces over the reals are relevant, but the field makes no difference for
the discussion below). To avoid unnecessary complications we assume that W
is finite dimensional. It is then standard that W ∗ has the same dimension as
W .

We suppose that W is equipped with a a) bilinear, b) symmetric, and c)
non-degenerate form q. Thus

q : W ×W → R

satisfies

a) q(λX + µY,Z) = λq(X,Z) + µq(Y,Z) , b) q(X,Y ) = q(Y,X) ,

and we also have the implication

c) ∀Y ∈W q(X,Y ) = 0 =⇒ X = 0 . (A.22.1)
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(Strictly speaking, we should have indicated linearity with respect to the second
variable in a) as well, but this property follows from a) and b) as above). By an
abuse of terminology, we will call q a scalar product ; note that standard algebra
textbooks often add the condition of positive-definiteness to the definition of
scalar product, which we do not include here.

Let V ⊂W be a vector subspace of W . The annihilator V 0 of W is defined
as the set of linear forms on W which vanish on V :

V 0 := {α ∈W ∗ : ∀Y ∈ V α(Y ) = 0} ⊂W ∗ .

V 0 is obviously a linear subspace of W ∗.
Because q non-degenerate, it defines a linear isomorphism, denoted by ♭,

between W and W ∗ by the formula:

X♭(Y ) = q(X,Y ) .

Indeed, the map X 7→ X♭ is clearly linear. Next, it has no kernel by (A.22.1).
Since the dimensions of W and W ∗ are the same, it must be an isomorphism.
The inverse map is denoted by ♯. Thus, by definition we have

q(α♯, Y ) = α(Y ) .

The map ♭ is nothing but “the lowering of the index on a vector using the metric
q”, while ♯ is the “raising of the index on a one-form using the inverse metric”.

For further purposes it is useful to recall the standard fact:

Proposition A.22.1

dimV + dimV 0 = dimW .

Proof: Let {ei}i=1,...,dimV be any basis of V , we can complete {ei} to a basis
{ei, fa}, with a = 1, . . . ,dimW − dimV , of W . Let {e∗i , f∗a} be the dual basis
of W ∗. It is straightforward to check that V 0 is spanned by {f∗a}, which gives
the result. 2

The quadratic form q defines the notion of orthogonality:

V ⊥ := {Y ∈W : ∀X ∈ V q(X,Y ) = 0} .

A chase through the definitions above shows that

V ⊥ = (V 0)♯ .

Proposition A.22.1 implies:

Proposition A.22.2

dimV + dimV ⊥ = dimW .

This implies, again regardless of signature:
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Proposition A.22.3

(V ⊥)⊥ = V .

Proof: The inclusion (V ⊥)⊥ ⊃ V is obvious from the definitions. The equality
follows now because both spaces have the same dimension, as a consequence of
Proposition (A.22.2). 2

Now,

X ∈ V ∩ V ⊥ =⇒ q(X,X) = 0 , (A.22.2)

so that X vanishes if q is positive- or negative-definite, leading to dimV ∩
dimV ⊥ = {0} in those cases. However, this does not have to be the case
anymore for non-definite scalar products q.

A vector subspace V of W is called a hyperplane if

dimV = dimW − 1 .

Proposition A.22.2 implies then

dimV ⊥ = 1 ,

regardless of the signature of q. Thus, given a hyperplane V there exists a
vector w such that

V ⊥ = Rw .

If q is Lorentzian, we say that

V is





spacelike if w is timelike;
timelike if w is spacelike;
null if w is null.

An argument based e.g. on Gram-Schmidt orthonormalization shows that if V is
spacelike, then the scalar product defined on V by restriction is positive-definite;
similarly if V is timelike, then the resulting scalar product is Lorentzian. The
last case, of a null V , leads to a degenerate induced scalar product. In fact, we
claim that

V is null if and only if V contains its normal. . (A.22.3)

To see (A.22.3), suppose that V ⊥ = Rw, with w null. Since q(w,w) = 0 we
have w ∈ (Rw)⊥, and from Proposition A.22.3

w ∈ (Rw)⊥ = (V ⊥)⊥ = V .

Since V does not contain its normal in the remaining cases, the equivalence is
established.

As discussed in more detail in the next section, a hypersurface N ⊂M is
called null if at every p ∈ N the scalar product restricted to TpN is degenerate.
Equivalently, the tangent space TpN is a null subspace of TpM . So (A.22.2)
shows that vectors normal to a null hypersurface N are also tangent to N .
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A.23 The geometry of null hypersurfaces

In this section we review some aspects of the geometry of null hypersurfaces
We follow the exposition in [73], which in turn is based on [127].

A Ck null hypersurface in a spacetime (M , g), k ≥ 1, is a Ck co-dimension
one embedded submanifold N of M such that the pullback of the metric g
to N is degenerate. Each such hypersurface N admits a Ck−1 non-vanishing
future directed null vector field L ∈ ΓTN such that the normal space of L at a
point p ∈ N coincides with the tangent space of N at p, i.e., L⊥

p = TpN for
all p ∈ N . In particular, tangent vectors to N not parallel to L are spacelike.
We note that the vector field L is unique up to a positive scale factor.

The integral curves of L, when suitably parameterized, are null geodesics,
called the null geodesic generators of N : Indeed, since g(L,L) = 0 on N , we
have that X(g(L,L)) = 0 for all vectors X tangent to N . This implies that
d(g(L,L)) annihilates TN , hence is conormal to N . Now, g(L, ·) annihilates
TN as well, so we conclude that

∇(g(L,L)) ∼ L .

Let u be any defining function for N , i.e., N = {u = 0}, with du nowhere
vanishing on N . Since du annihilates TN as well, L must be proportional to
∇u, so let us first assume that L = ∇u. Then

∇µ(g(L,L)) = ∇µ(LαLα) = 2Lα∇µLα = 2Lα∇µ∇αu = 2Lα∇α∇µu
= 2Lα∇αLµ ∼ Lµ . (A.23.1)

We have thus shown that the integral curves of ∇u are null geodesics, though
perhaps not affinely parameterized. Now, multiplying ∇u by a function will
not change its integral curves, but only their parameterisation, so the result
remains true for all L proportional to ∇u.

Since L is orthogonal to N we can introduce the null Weingarten map
and null second fundamental form of N with respect L in a manner roughly
analogous to what is done for spacelike hypersurfaces or hypersurfaces in a
Riemannian manifold, as follows: We start by introducing an equivalence re-
lation on tangent vectors: for X,X ′ ∈ TpN , X ′ = X mod L if and only if
X ′ −X = λL for some λ ∈ R. Let X denote the equivalence class of X. Now,
if X ′ = X mod L and Y ′ = Y mod L then obviously

〈X ′, Y ′〉 = 〈X,Y 〉 , (A.23.2)

since g(L,Z) vanishes for all Z ∈ TN . Similarly, writing X ′ = X + aL for
some function a,

〈∇X′L, Y ′〉 = 〈∇X+aLL, Y
′〉 = 〈∇XL+ a∇LL︸ ︷︷ ︸

∼L

, Y ′〉 = 〈∇XL, Y 〉 ,

Hence, for various quantities of interest, components along L are irrelevant. For
this reason one works with the tangent space of N modded out by L, i.e.,

(TpN )/L = {X | X ∈ TpN } and (TN )/L = ∪p∈N (TpN )/L; .
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The bundle (TN )/L is a vector bundle over N of dimension (n− 1), and does
not depend on the particular choice of null vector field L.

There is a natural positive definite metric h in (TN )/L induced from g:
For each p ∈ N , define h: (TpN )/L× (TpN )/L→ R by

h(X,Y ) = 〈X,Y 〉 . (A.23.3)

Equation (A.23.2) shows that h is well-defined.

The null Weingarten map b = bL of N with respect to L is, for each point
p ∈ N , a linear map

b: (TpN )/L→ (TpN )/L

defined by

b(X) = ∇XL . (A.23.4)

To see that b is well-defined, let X ′ = X + λL, then

∇X′L = ∇X+λLL = ∇XL+ λ∇LL︸ ︷︷ ︸
∼L

,

which shows that the equivalence classes ∇X′L and ∇XL coincide, as needed.

If L̃ = fL, f ∈ C1(N ), is any other future directed null vector field tangent
to N , then

∇XL̃ = f∇XL mod L .

Thus

bfL = fbL . (A.23.5)

It follows that the Weingarten map b of N is defined only up to a positive scale
factor.

The null second fundamental form B = BL of N with respect to L is the
bilinear form associated to b via h: For each p ∈ N , the map

B: (TpN )/L× (TpN )/L→ R

is defined by

B(X,Y ) := h(b(X), Y ) = 〈∇XL, Y 〉 . (A.23.6)

Now,

h(b(X), Y ) = 〈∇XL, Y 〉 = 〈X,∇Y L〉 = h(X, b(Y )) . (A.23.7)

This shows that b is self-adjoint with respect to h, and that B is symmetric.

Incidentally: In a manner analogous to the second fundamental form for space-
like hypersurfaces, a null hypersurface is totally geodesic if and only if B vanishes
identically [180, Theorem 30]. 2

The null mean curvature of N with respect to L is the continuous scalar
field θ ∈ C0(N ) defined by

θ = trh b ; (A.23.8)
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called divergence, or expansion, of the horizon. Let e1, e2, . . . , en−1 be n − 1
orthonormal spacelike vectors (with respect to g) tangent to N at p. Then
{e1, e2, . . . , en−1} is an orthonormal basis (with respect to h) of (TpN )/L.
Hence at p,

θ = tr b =
∑n−1

i=1 h(b(ei), ei)

=
∑n−1

i=1 〈∇eiL, ei〉. (A.23.9)

Let Σ be the intersection, transverse to L, of a hypersurface in M with N .
Then Σ is a C2 (n − 1)–dimensional spacelike submanifold of M contained in
N which meets L orthogonally. From (A.23.9), by definition of the divergence
along a submanifold,

θ|Σ = divΣL ,

and hence the null mean curvature gives a measure of the divergence of the null
generators of N .

Incidentally: Given Σ and L as above, let L be the second future directed null
vector normal to Σ normalised so that

g(L , L) = −2 . (A.23.10)

Set

hµν := gµν +
1

2
(L µLν + L νLµ) . (A.23.11)

Then hµν := gµαhαν is the projector on TΣ: indeed, X ∈ TΣ if and only if
g(X,L ) = g(X,L) = 0, but then hµνX

ν = Xµ readily follows. On the other hand,
hµνL

ν = hµνL
ν = 0 holds by definition of h.

Along Σ, elements of TN /L can be represented by vectors in TΣ, then h in
(A.23.11) coincides with h of (A.23.3), and the former can be thought of a spacetime
equivalent of the latter. Note, however, that the definition (A.23.3) does not require
any supplementary structures, while (A.23.11) requires Σ, or at least L .

From the definition of θ we have

θ = hµν∇µLν
= gµν∇µLν +

1

2
(L µLν∇µLν + L νLµ∇µLν) . (A.23.12)

In some situations L arises from a null vector field defined in a neighborhood of
N , and is autoparallel on N . Then g(L,L) = 0 near N , which implies that the
middle term in (A.23.12) drops out. Further, ∇LL = 0 on N , which shows that
the last terms drops out. One then finds a convenient formula:

If g(L,L) = 0 near N and if ∇LL = 0 on N then θ = ∇µLµ . (A.23.13)

(This should be compared with the formula H = ∇µnµ for the mean curvature H
of a non-characteristic hypersurface S , where n is a unit normal to S , without the
need of any further hypotheses.)

Example A.23.3 Let N be a null hypersurface u := x − t = 0 in Minkowski
spacetime; we choose−t+x instead of −x+t because of the convention that L := ∇u
in the calculations above should be future pointing. Then L is null everywhere, and
autoparallel everywhere, thus

θ = ∇α∇αu = 2gu = 0 .
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Next, still in Minkowski spacetime, let N be a future null cone N = İ+(p)− {p},
u := −t+ r = 0. Then ∇u is null, geodesic, and future pointing, so

θ = 2u = ∂µ(ηµν∂µu) = ∂µ(ηµν∂µr) = ∂i(η
ij∂jr) = ∂i

(
xi

r

)
=
n− 1

r
. (A.23.14)

Hence İ+(p)−{p} has positive null mean curvature. Changing time-orientation, we
obtain that a past null cone N = İ−(p)−{p} in Minkowski spacetime has negative
null mean curvature, θ < 0.

Finally, in an arbitrary smooth spacetime, consider a future null cone N =
İ+(p)−{p} near its tip. In geodesic coordinates İ+(p) is given again by the equation
−t+ r = 0. In those coordinates the metric coincides with the Minkowskian metric
up to terms quadratic in the coordinates, and the derivatives of the metric vanish
at p. With a little work one checks that (A.23.14) holds near p up to terms which
are O(1).

Example A.23.4 Let S be a spacelike hypersurface in N with induced metric
γ and extrinsic curvature K, and let Σ be the intersection of N with S ; this is
a smooth submanifold of S , of codimension one in S , since the intersection is
transverse. Let n be the field of unit normals to Σ within S , we can chose both L
and the direction of n so that

L = T + n ,

where T is the field of unit normals to S in M . Let h denote the metric induced
by g on Σ. Representing, as before, elements of TM /L by vectors tangents to Σ,
one finds, in local coordinates xA on S ,

bAB = KAB + λAB , θ = hABKAB +H , (A.23.15)

where λAB is the extrinsic curvature (second fundamental form) of Σ within (S , γ),
and H is the mean curvature of Σ within (S , γ).

2

Equation (A.23.5) shows that if L̃ = fL, then θ̃ = fθ. Thus the null mean
curvature inequalities θ ≥ 0, θ ≤ 0, are invariant under positive rescaling of L.

A.24 Elements of causality theory

We collect here some definitions from causality theory. Given a manifold M

equipped with a Lorentzian metric g, at each point p ∈M the set of timelike
vectors in TpM has precisely two components. A time-orientation of TpM is
the assignment of the name “future pointing vectors” to one of those compo-
nents; vectors in the remaining component are then called “past pointing”. A
Lorentzian manifold is said to be time-orientable if such locally defined time-
orientations can be defined globally in a consistent way. A spacetime is a time-
orientable Lorentzian manifold on which a time-orientation has been chosen.

A differentiable path γ will be said to be timelike if at each point the tangent
vector γ̇ is timelike; it will be said future directed if γ̇ is future directed. There
is an obvious extension of this definition to null, causal or spacelike curves. We
define an observer to be an inextendible, future directed timelike path. In these
notes the names “path” and ”curve” will be used interchangeably.
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Let U ⊂ O ⊂M . One sets

I+(U ; O) := {q ∈ O : there exists a timelike future directed path

from U to q contained in O} ,
J+(U ; O) := {q ∈ O : there exists a causal future directed path

from U to q contained in O} ∪U .

I−(U ; O) and J−(U ; O) are defined by replacing “future” by “past” in the
definitions above. The set I+(U ; O) is called the timelike future of U in O,
while J+(U ; O) is called the causal future of U in O, with similar terminology
for the timelike past and the causal past. We will write I±(U ) for I±(U ; M ),
similarly for J±(U ), and one then omits the qualification “in M ” when talking
about the causal or timelike futures and pasts of U . We will write I±(p; O) for
I±({p}; O), I±(p) for I±({p}; M ), etc.

A function f will be called a time function if its gradient is timelike, past
pointing. Similarly a function f will be said to be a causal function if its gradient
is causal, past pointing. The choice “past-pointing” here has to do with our
choice (−,+, . . . ,+) of the signature of the metric. This is easily understood
on the example of Minkowski spacetime (Rn+1, η), where the gradient of the
usual time coordinate t is −∂t, since η00 = −1. Had we chosen to work with the
signature (+,−, . . . ,−), time functions would have been defined to have future
pointing gradients.

A differentiable hypersurface S ⊂ M is called a Cauchy surface if every
inextendible causal curve intersects S precisely once. A spacetime is called
globally hyperbolic if it contains a Cauchy hypersurface. A key property of
globally hyperbolic spacetimes is, that they possess a time-function t (in fact,
many) with the property that each level set of t is a Cauchy surface.

A spacetime (M , g) is called maximal globally hyperbolic if it is globally
hyperbolic and if there exists no spacetime (M̃ , g̃) such that (M , g) is a proper
subset of (M̃ , g̃).

The reader is referred to [67, 76, 115, 142, 178, 179, 205, 267] for extensive
modern treatments of causality theory, including applications to incomplete-
ness theorems (also known as “singularity theorems”).



Appendix B

A collection of identities

We include here a collection of useful identities, mostly compiled by Erwann
Delay. I am grateful to Erwann for allowing me to include his list here.

B.1 ADM notation

Letting g̃ij denote the inverse matrix to gij , using the Arnowitt-Deser-Misner
notation we have

gkl = g̃kl − N lNk

N2 , g0k = Nk, g
0k = Nk

N2 , N2 = − 1
g00

, g00 = NkNk −N2.

(B.1.1)
where Nk := g̃klNl. The associated decomposition of the Christoffel symbols
reads

Γ0
k0 = ∂k logN − N l

N
Klk , Γ0

00 = ∂0 logN +Nk∂k logN − N lNk

N
Klk

(recall that Kkl = −NΓ0
kl = 1

2N (DlNk +DkNl − ∂0gkl)). Furthermore,

Γkij = Γ̃kij+
Nk

N
Kij , Γk0j = DjN

k −NKk
j +

Nk

N

(
N lKlj −DjN

)
.

B.2 Some commutators

Here are some formulae for the commutation of derivatives:

∇m∇ltik −∇l∇mtik = Rpklmtip +Rpilmtkp ,

∇i∇jV l −∇j∇iV l = RlkijV
k ,

∇k∇k|df |2 = 2(∇lf∇l∇k∇kf +Ric(∇f,∇f) + |∇∇f |2) ,

∇k∇k∇i∇jf −∇i∇j∇k∇kf −Rkj∇k∇if −Rki∇k∇jf + 2Rqjli∇q∇lf

= (∇iRkj +∇jRki −∇kRij)∇kf .

321



322 APPENDIX B. A COLLECTION OF IDENTITIES

B.3 Bianchi identities

The Bianchi identities for a Levi-Civita connection:

Rijkl +Riljk +Riklj = 0 ,

∇lRtijk +∇kRtilj +∇jRtikl = 0 ,

∇tRtijk +∇kRij −∇jRik = 0 ,

∇kRik −
1

2
∇kR = 0 .

B.4 Linearisations

Linearisations for various objects of interest:

DgΓ
k
ij(g)h =

1

2
(∇ihkj +∇jhki −∇khij) ,

2[DgRiem(g)h]sklm = ∇l∇khsm−∇l∇shkm+∇m∇shkl−∇m∇khsl+Rpklmhps+Rpsmlhpk ,
2[DgRiem(g)h]iklm = ∇l∇khim−∇l∇ihkm+∇m∇ihkl−∇m∇khil+gisRpsmlhpk−Rpklmhip ,

DgRic(g)h =
1

2
∆Lh− div∗div(Gh) ,

∆Lhij = −∇k∇khij +Rikh
k
j +Rjkh

k
j − 2Rikjlh

kl ,

Gh = h− 1

2
tr hg, (divh)i = −∇khik, div∗w =

1

2
(∇iwj +∇jwi) ,

DgR(g)h = −∇k∇k(tr h) +∇k∇lhkl −Rklhkl ,
[DgR(g)]∗f = −∇k∇kfg +∇∇f − f Ric(g) .

B.5 Warped products

Let (M,g), ∇ := ∇g, f : M → R and

(M = M ×f I, g̃ = −f2dt2 + g) ,

then for X,Y tangent to M and V,W tangent to I, we have

Ric(g̃)(X,Y ) = Ric(g)(X,Y )− f−1∇∇f(X,Y ) ,

Ric(g̃)(X,V ) = 0 = g̃(X,V ) ,

Ric(g̃)(V,W ) = −f−1∇k∇kf g̃(V,W ) .

Let (M,g), ∇ := ∇g, f : M → R and let (M = M×f I, g̃ = ǫf2dt2+g), ǫ = ±1.
xa = (x0 = t, xi = (x1, . . ., xn)) .

Γ̃0
00 = Γ̃0

ij = Γ̃ki0 = 0, Γ̃0
i0 = f−1∂if, Γ̃k00 = −ǫf∇kf, Γ̃kij = Γkij ,

R̃lijk = Rlijk, R̃l0j0 = −ǫf∇j∇lf, R̃0
ij0 = f−1∇j∇if ,

R̃0
ijk = R̃lij0 = R̃l0jk = R̃0

0jk = R̃0
0j0 = 0 ,

R̃mijk = Rmijk, R̃0ijk = 0, R̃0ij0 = ǫf∇j∇if ,
R̃ik = Rik − f−1∇k∇if, R̃0k = 0, R̃00 = −ǫf∇i∇if ,

R̃ = R− 2f−1∇i∇if .
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B.6 Hypersurfaces

Let M be a non-isotropic hypersurface in M̃ , with ν normal, and u, v tangent
to M at m, we have

II(u, v) = (∇̃UV −∇UV )m = (∇̃UV )⊥m = II(v, u) = −l(u, v)νm .

Setting S(u) = ∇̃uν ∈ TmM , one has

< S(u), v >=< ∇̃uν, v >=< −ν, ∇̃uV >= l(u, v) .

If x, y, u, v are tangent to M , then

R(x, y, u, v) = R̃(x, y, u, v) + l(x, u)l(y, v) − l(x, v)l(y, u) .

The Gauss-Codazzi equations read

R̃(x, y, u, ν) = ∇yl(x, u)−∇xl(y, u) .

The Ricci tensor can be decomposed as:

R̃(y, v) = R(y, v) + II ◦ II(y, v) − trII II(y, v) + R̃(ν, y, ν, v) ,

R̃(y, ν) = −∇ytrII + yj∇iIIij ,

R̃ = R+ |II|2 − (trII)2 + 2R̃(ν, ν) .

B.7 Conformal transformations

The Weyl tensor:

Wijkl = Rijkl−
1

n− 2
(Rikgjl−Rilgjk+Rjlgik−Rjkgil)+

R

(n− 1)(n − 2)
(gjlgik−gjkgil) .

We have

Wi
j
kl(e

fg) = Wi
j
kl(g) .

The Schouten tensor

Sij =
1

n− 2
[2Rij −

R

n− 1
gij ] .

Under a conformal transformation g′ = efg, we have

Γ′k
ij − Γkij =

1

2
(δkj ∂if + δki ∂jf − gij∇kf) .

R′
ij = Rij −

n− 2

2
∇i∇jf +

n− 2

4
∇if∇jf −

1

2
(∇k∇kf +

n− 2

2
|df |2)gij

R′ = e−f [R− (n− 1)∇i∇if −
(n− 1)(n − 2)

4
∇if∇if ] .
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Specialising to g′ = e
2

n−2
ug,

R′
ij = Rij −∇i∇ju+

1

n− 2
∇iu∇ju−

1

n− 2
(∇k∇ku+ |du|2)gij .

In the notation g′ = v
2

n−2 g,

R′
ij = Rij − v−1∇i∇jv +

n− 1

n− 2
v−2∇iv∇jv −

1

n− 2
v−1(∇k∇kv)gij .

If we write instead g′ = φ4/(n−2)g, then

R′
ij = Rij−2φ−1∇i∇jφ+

2n

n− 2
φ−2∇iφ∇jφ−

2

n− 2
φ−1(∇k∇kφ+φ−1|dφ|2)gij ,

R′φ(n+2)/(n−2) = −4(n− 1)

n− 2
∇k∇kφ+Rφ .

When we have two metrics g and g′ at our disposal, then

T kij := Γ′k
ij − Γkij =

1

2
g′kl(∇ig′lj +∇jg′li −∇lg′ij) .

Riem′i
klm − Riemi

klm = ∇lT ikm −∇mT ikl + T ijlT
j
km − T ijmT

j
kl .

Under g′ = efg, the Laplacian acting on functions transforms as

∇′k∇′
kv = e−f (∇k∇kv +

n− 2

2
∇kf∇kv) .

For symmetric tensors we have instead

∇′k∇′
kuij = e−f

[
∇k∇kuij +

n− 6

2
∇kf∇kuij − (∇if∇kukj +∇jf∇kuki)

+(∇kf∇iukj +∇kf∇juki) + (
3− n

2
∇kf∇kf −∇k∇kf)uij

−n
4

(∇if∇kfukj +∇jf∇kfuki) +
1

2
∇if∇jfukk +

1

2
gijukl∇kf∇lf

]
.

B.8 Laplacians on tensors

For symmetric u’s and arbitrary T ’s let

(Du)kij :=
1√
2

(∇kuij −∇juik),

then

(D∗T )ij =
1

2
√

2
(−∇kTkij −∇kTkji +∇kTijk +∇kTjik) .

Further

D∗Duij = −∇k∇kuij +
1

2
(∇k∇iujk +∇k∇juik) ,

and

div∗divu = −1

2
(∇i∇kujk +∇j∇kuik) ,

thus

(D∗D + div∗div)uij = −∇k∇kuij +
1

2
(Rkju

k
i +Rkiu

k
j − 2Rqjliu

ql) .
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B.9 Stationary metrics

Let (M,γ) be a Riemannian or pseudo-Riemannian three dimensional manifold,
define λ : M → R, ξ : M → T ∗M , (N = I ×M,g) by the formulae

g(t, x) =

(
λ tξ
ξ λ−1(ξ tξ − γ)

)
= λ(dt + λ−1ξidx

i)2 − λ−1γijdx
idxj .

Let w = −λ2 ∗γ d(λ−1ξ). ∇ = ∇g, Ei = γisEs. Then

Ric(γ)ij =
1

2
λ−1(∇iλ∇jλ+ wiwj) + λ−2(Ric(g)ij −Ric(g)cdξcξdγij) ,

∇i∇iλ = λ−1(|dλ|2 − |w|2)− 2λ−1Ric(g)abξ
aξb ,

∇i(λ−2wi) = 0 ,

λ(∗γdw)i = −2λ−1T (g)icξ
c, Ric(g) = G(T (g)) .
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[78] P.T. Chruściel and J. Isenberg, Non–isometric vacuum extensions of vacuum
maximal globally hyperbolic space–times, Phys. Rev. D (3) 48 (1993), 1616–1628.
MR MR1236815 (94f:83007)
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[95] P.T. Chruściel and R. Tagné Wafo, Solutions of quasi-linear wave equations
polyhomogeneous at null infinity in high dimensions, Jour. Hyperb. Diff.Ėqu.
8 (2011), 269–346, arXiv:1010.2387 [gr-qc]. MR 2812145 (2012h:58036)
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